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ABSTRACT

Since 2003, all underway multibeam and -boftom data from the @adianCoast Guard
Ship Amundsen has been pedt online within approximately simonths of the end of each
cruise. Two custom interfaces were developed to allow usergiew the data. The first was
stripmaps, showing 25 by 5 kilometre mapsheets, with two differenillsminations for
bathymetry, backscatter, and properly referenced-bstiom data. The second interface,
providing accessto 15' latitudeby 30' longitude mapsheetsvas implemented in 2006T his
interface allowedises to download the bathymetric and backscatter data at 10 metre resolution.
While this interface matched the underlying data management scheme implemetied at
University of New Brunswick the zoom and pan capability was at a fixed scale with limited

contextual data.

In the past few years, with the introduction of wWedsed geographic information systems
(GIS) (e.g. Google Maps, Yahoo MapBjng Mapg, there have been thousands of maps
published online. These online GIS programs are a suitable platform to dispteyémgears of
Amundsen coverage within the context of the -Gé&8ved satellite imagery and allow the user to
freely browse all data in a familiar interface. The challeihgsyever, for serving up third party
data through these map engines is to efficiently cope with the multiple zoomdadethianging

resolutions

Custom tiling software was developed to take all the raw data fronsewenyears of
Amundsen (and othg) multibeam coverage and convert it into multiple scale resolution images
suitable for interpretation by Google Maps. The images were stored in a gysamécture
utilizing Google's rap projection and uniquely named to reflect thg#&oreferencing and
resolution.This image pyramid is then accessed by Google Maps according to the user's current
zoom level to optimize visualization. This medéisolution data is served up on demand from the
University of New Brunswick for dynamic overlay on Google's $tgedata.Point overlays were
developed to show each stripmap, adding to the functionality of the website by providing users

the full picture of the seafloor (topography and underlying sediments).

This web interface allows any interested partiesagilyg view multibeam and stifiottomdata

from the Pacific Ocean through the Canadian Arctic Archipelago and into the Atlantic.Ocean
ii



Thebroad overview hekptounderstand regional trends and then focus on areas of interest at high
resolutions to see pattilar features. The web interfaaéso provides a link to th&5 by 30

mapsheet modetith full source traceabilitand download capability



ACKNOWLEDGEMENTS

| would like to thank lan Church for his continued help with un@dexding the Ocean
Mapping Groups code and developing the custom tile creation program. Also John
Hughes Clarke and Jonathan Beaudoin for their input.

Members of the Ocean Mapping Group who collected and processed the data.
ArcticNet and the Amundsegprovided a platform for data collection and research. Prime
funding for this research was from Imperial Oil Limited. The sponsors of the Chair in
Ocean Mapping: U.S. Geological Survey, Kongsberg Maritime, Route Survey, Canadian
Navy, Rijkswaterstaat. Addanal funding from Geological Survey of Canada, NRCan,

Canadian Hydrographic Service, and DFO.



TABLE OF CONTENTS

ABSTRACT e e ettt n ot ettt e e e e e et ettt e e e ettt e e e e anenas ii
ACKNOWLEDGEMENTS ... e eeee e iv
TABLE OF CONTENTS. ..ottt teene e e ettt e et e e et bt e e e as v
LIST OF FIGURES ... ..ottt e e et emena e e e e e e eennaans il
CHAPTER 1. INTRODUCTION ... .uuiiaiaeaaee ettt nees s e e e e e e e e e e e aaeeeas 1.
CHAPTER 2. BACKGROUND..... .ottt eeeer ettt reme et e e e eeeeeanae 5
2.1 CURRENT DISTRIBUTION METHOND........ccottiiiiiieiiiieiieme e 5
2.2 PROPOSED DISTRIBUTION METHOD.......cciiiiiiiiiiiii e e eeee e 8
CHAPTER 3. METHODS . ... et 16
3.1 TYPES OF OVERLAYS. ... ittt e e s 16
3.1.17 Ground Overlay MEthOM...........cooiiiiiiiiiiiree e 17
3.1.271 Tile Overlay Method...........coiiiiiiiiiiiee e 17

3.2 CREATION OF TILES... oottt ereee e e et e e e e e eenes 19
3.2.17 Tile BouNdS CalCUIAtIONS .........uvviiiiiiieii e eceei e 20
3.2.21 Creation Of Tile IMAQES.....cooviiiiieeeeeeeeeeeeer e 23
3.2.31 Filling the Gap iN the TilES.........uuuuiiiiciiie e eeer e 25
3.2.47 Collapsing Of TilES......uuuiiiiiiiiiiiiiiiiieree e e 27

3.3 POINT OVERLAY Q.. ettt e e tee e e e ettt e e e e e e eeeebmmmeees 29
B4 WEBSITE. ..ottt e e e reee e e e e e e ettt e aaeeaes 31
CHAPTER 4. RESULTS ..ottt ittt st et e e s smees s e e e e e eeat s s e e e eeeessbnnmneeenes 37
4.1 SPEED OF WEBSITE AND TILE CREATION. .....iiiiiiiiiiiiies e 37
4.2 SIMPLIFICATIONS AND FUTURE DIRECTIONS ..ot eereeeee e 39
4.2.1- Creation oBacksCatter MeS............cooiiiiiiiiiiiiieee e 40
4.2.2- Creation 6 Tiles Using the 100 PING@INAS...........cooiiiiiiiiiiiiiiiiiaeeeeee e 40



4.2.3- Implementing Weigh_grid BHONS...........coueiiiiiiiiii e eees e 41

4.2.4- Developing an gdateProcedureAfter Each Fiell Season...........cocccvviviviiiieenenn. 43
4.2.5- Developing aNew Colour ale............oeviiiiiiiier e 43
A ST @0 ]| F= 1o TS o T 44
VN B 1o 11T/ ] (0= Vo @ ) 1 o] o ISP 45
4.2.8- Using theMarkerManager foiStripmapOverlays...............ccccceeiviiviveeccnnnnnnnn 45
4.2.9- Maintain and date thaNVebsit................cc e, 46
CHAPTER 5. CONCLUSIONS. ... .ottt e e e aaaa s a7
BIBLIOGRAPHY ..ttt et rree e e ettt e e e e e ettt b mmme bbb n e e e e e eesnens 48
APPENDIX [T WEBSITE QODE ...ttt 51
APPENDIX [IT TILE CREATION CODE.......ci it 60
APPENDIX T FILL GAP CODE.......cii ittt eeeeee ettt eesnnme e eenenn ) 64
APPENDIX VT COLLAPSE CODKE ..ottt eeeeeeenaan 15)
APPENDIX VT STRIPMAP CREATION CODE........coutiiiieiiiieiimee e 68

vi



LIST OF FIGURES
Figure 2.1- The ArcticNet Strip map website that was develojpe2D03
to show multibeam and stHDtOM data..........cccooveeiiiiieiiii s 7

Figure 2.2- The ArcticNet Basemap Series website that was developed in
2006 to show bathymetry and backscatter data.......cccceeeeeeeieeiiiiii e 8

Figure 2.3 The four main free welsIS programs used by developers to
create CUuStOM MAPS ONIINE........vuuiiiiiiie e e e e e e s 12

Figure 2.41 The three different background images used by Google Maps.
The top left is the Map View, the top right is the Terrain View, and

the bottom is the Satellite VIEW...........uuuiiiiiiiiiicee e e e 13
Figure25 The array of overlays, white tiles, G
Ocean Mapping Group tiles as they appear i

Ocean imagery exists on the right (blue background), but disappears on the
left (white outlined tiles)The array of overlays was used to show the Ocean
Mapping Groupoé6s tiles in the areas..Xbhere G

Figure 3.1- Tile creation for Google Maps, each tile is subsequently divided
INEO FOUN NEW THIES....eei e e eemmme e e e et e e e e eenaee 18

Figure 32 - The pyramid structure used by Google Maps which varies the
resolution of the image according to the zoom level anditiit.............c.....c......... 19

Figure 3.3’ Defining the tile bounds used in the calculations discussed in
SECHION 3. 2. L. ittt e e ettt ————— 12222t e e e e ettt e e eeeeeraan 21

Figure 34 - The namiig (column, row, and zoom level) system for the
Google Maps tiles (e.g. the top left tile name would b A.pNg).........oeeeveeeeeeeecnnnens 24

Figure 3.5 The one pixel gap created many vertical lines when the images

were tiled in Google Maps. €Be lines were fixed with the GM_fillGap
ST 0Te | = 11 o F PP 26

Vii



Figure 3.6 The tile overlay after the blank pixels were filled using the
(€Y I {11 (=T o I o] oo =T o PO 26

Figure 3.7- The four tiles from the higher zoom level (left) are joined to
make the new tile in the lower zoom level (rght)..........coocciiiiii e 28

Figure 3.8 A sample of the xml file used to generate the stripmap point
(01T = 1TSS 29

Figure 3.9 The stripmap image that pepp when the point marker is

clicked. The pogup also has a link to the stripmap website................ccceevvviinnnnns 30
Figure 310- Generating the API key for the domain naimtte://omg.unb.ca............... 31
Figure 311- The API key generated by Google.............ccoooiiiiiiiiiiiiiiiiiiceeeeee 31

Figure 312 - Standard map controls and custom map controls that were
added to cuStOMIZE the MAP..........ooeiiiiee e c——— e e e e e e eaes 34

Figure 3.13 Error handling for the link to download ArcticNet Basemaps.

In the left image, the user clicked on a valid ArctitBasemap. In the right

image, the user clicked on an area where there was no multibeam data

collected, therefore the link was NOt SNOWN...............uuiiiiiiiiiiii e 36

viii


http://omg.unb.ca/

CHAPTER 1. INTRODUCTION

The Gcean Mapping Group at tHéniversity of New Brunswick habeen collectig
data in the Arctic since 2005pending seven years in the Arctduring which the
multibeam and subottom profiler wee continuously logging datallowed the Ocean
Mapping Grougo continually expand the multibeam and $ditom coverage witkach
new field season. This hassulted in collecting over 102,000 kof bathymetric data, or
having roughly mappd 2 percent of the Canadian Arctiegion The Ocean Mapping
Group currerly distributes allbathymetric and subottom data online to industry and
science members.The primary focus of this project vgato develop a new online

distribution method for multibeam and shbttom data collected in the Arctic.

The Ocean Mappingsroup hadbeen working in the Canadian Arctic as a member of
ArcticNetd s etwdrk of Centres of Excellenceof CanadgNCE) program ArcticNet 5 a
collection of Universitiesand research institutesnade up of studentsesearcherand
managerghat work together with government, industry and northern communities to
study climate change in the coastal Canadian Arf@icticNet, 2010] It provides
funding and the CCGS Amundsen as a platform to perfamarine research in the
coastal Canadian Arctic. The gming mapping of the Amundsen has been divided into
both seabed science investigation and geomatigineering researchvhich inspired
multiple thesis topics fomembers othe Ocean Mapping Group. The role of the Ocean

Mapping Group in ArcticNetistt map t he bottom topography a



of the Northwest Passage and other regions of the Canadian Archipelago as a first step
towards the management of increased intercontinental ship traffic and resource
exploration as ice conditions imprgvand will contribute invaluable information to
assess the economic, sovereignty and security implications of-fneécBlW Passageo

[Fortier, 2003].

The Ocean MappingilGoup6s mapping platfothe®@€GS n t he
Amundsena B metre,1200 classnedium sizecebreaker CCGSNahidik a 53 metre,
special navaids vessahd theCSL Herona 10 metresurvey launchwhich wa on loan
to the University from the Canadian Hydrographic SenAsediscussed by Bartlett et al.
[2004], the Amundsemappinginstrumentsncluded:

1 Kongsberg EM 302récently upgraded from an EM 8) 30 kHz multibeam

echosounder

1 Knudsen 320R 3.5 kHz sthttom profiler

1 C&C Technologie<Nav differential GPS receiver

1 Applanix POS/MV320inertial navigation syem

1 ODIM Brooke-Ocean (RollsRoyce)MVP 300 moving vessel profiler

1 Seabird 911 CTD

1 Honeywell Barometer

1 Applied Microsystems surface sound speed probe



The Heon mapping instruments includte
1 Kongsbeg EM 3002 multibeam echosounder
1 Knudsen 320B 3.&nd 28 kHz sultbottom profiler
1 Knudsen 320B 20RHz singlebeam and sidescan echosounders
1 ODIM BrookeOcean (RollsRoyceg MVP 30 moving vessel profiler
1 C&C Technologie<Nav differential GPS receiver
1 CODA F180 motion sensor

1 AML surface sound speed probe

The Nahdik mappinginstruments as part of a portable multibeam systerstallation
which could be setip on any capable vesseicluded:

1 A pole mounted Kongsberg EM 30300 kHz multibeam echosounder

1 CODA F180 motion sensor

1 Seatex MRUG

1 AML surface sound speed probe

1 C&C TechnologieCNav differential GPS receiver

This projectfocuses orthe distribution ofmultibeam (bathymetry and backscatter)
and sukbottom (seismic) datacollected in the Arcticlt should also be noted thatost
of the above systenmn the mappig vesselare capable of logging raw data. The raw
data was stored on t he Oouwith@mougMiatgrgsthendgga Gr o u p
could be made available online. This data inalid€TD (about the salinity,

3



temperature, and density of the wafer oceanographic purpogeswater column

backscatterPOS Padormat INS dataatmospheric pressuaamd GPS pseud@nges



CHAPTER 2. BACKGROUND

The collection of multibeam and sdottom data in the Arctic has driven a sgon
demand for viewing and downloading the data online. The cursam require this data
for navigation engineering, natural resources, and benthic habitat applice@iansding
multibeam and subottomdatato the uses, other than least depthisyolved processing
to create a producind a method to distributeach product. This distributionwas
beneficialto the uses in terms of avoithg redundant data collection and prioritizing

areas which should be-reapped [Beaudoin et al., 2008].

2.1 QJRRENT DISTRIBUTION METHOD

The Ocean Mapping Group hado methods in place for distributindné data
collected in the ArcticArctic Stripmaps and the ArcticNet Basemap Series. Both of
these distribution methods sedveheir intendedpurpose; howewer, with evolving

technology, improvements to these distribution methods could be made

In 2003 the Ocean Mapping Group was collecting multibeam andbsttom data
during opportunistidransitsand short, dedicated site says. The data collectetliring
the first few Arctic field seasons wasparse,causingthe datadistribution methodor

multibeam and subottom datao focus oncorridors of data.As discussed by Beaudoin



et al. [2008], m 2003 a Stripnap websitédsee figure2.1) was developedhich contained
two different surlluminated bathymetry(across track and along tracknages, a
backscatter image and aorrespondingly georeferencedubbottom image (2-

dimensional seismic plat) To compliment these imagesyerview and location maps

were also addedyroviding the necessamontextual information

The stripmap websitprovided users with the full picture of the sea floor (bottom
topography ands underlyingsediment layers) in 2by 5 kilometremapsheets-or each
year, users cdd walk though each 2by 5 km stripnap viewing the multibeam and sub
bottomimages togetheias if they were following the Amundsen ship tragkhile the
website was well received by ArcticNet users for providing all the important information
improvemets in webGIS programs have provided tools to sempehe data with more

detailed contextual information

In 2006, after four years of building up coverage in the Arctic, the multibeam
distribution method was shifted to areas of coverafye discused by Beaudoin et al.
[2008], in 2006 theArcticNet Basemap Serigsee figure 2) was developedvhich
containedh set of tiledbathymetry and backscatter imageach basemap coveredals
latitude and 300f longitude at a resolution of 10 metrasdin the Lambert conformal
conic projection Thesebasemaps alscontained aroverview and location map to help

place the data in geographic context.



The basemapvebsite was custom desigrallowing users to view and downlodds
ESRI grid files)all of thebathymetry and backscatter informaticwilected in the Arctic
since 2003 For those concerned with data management and qualiprovided full
source traceabilityincluding details on all lines of all years that conttédulito each
mapsheetOnce again new developments in webBIS programs presented opportunities
to improve upon this method and serve raplti-resolutionimagery seamlesslywith

more detailed contextual information.

Previous sheet Mapsheet 340 Next sheet

Ocean Mapping Group

ey §

Basemap

OMG ArcticNet home

Figure2.1- The ArcticNet Stripnap websitéhat was develag in 2003 to show
multibeam and subottom data



ArcticNet Basemap Series: 72_45 N_79 30 W

Index Map
74_00_N_80_00_W

BATHYMETRY BACKSCATTER

Home... About these basemaps...

Figure2.2 - The ArcticNet Basemap Series websitat was developed in 2006 to show
bathymetry and backscatter data

2.2 PROPOSEDDISTRIBUTION METHOD

The stripmap and basemap websifgsvided theoutline for the development of the
new distribution methadThe new distribution method used webGlIS interface to
display the Ocean Mappin@r o uArdiicsdataset. The weBIS interfaceallowed the
multibeam imagery to be served up seamlesslypprof high resolution satellite images,
aerial phot ogr apdasbathymetty. @& aisoihtegiatethe stripmap
website in the form of point overlays. Theasons behind choosing a welS interface

for the new data distribution modelll be discussed in this section.



Geographic information systen{&1S) have been around since the 1960s, although
they were typically expensiyalifficult to use and proprietarywhich limited their use.
A general definition of a GIS iafi ¢ o mp u t e for captusing,estoring, querying,
analyzing, and displaying geospatial data [ C,12@08. gGeospatial data refers to the
location and characteristics of spafehturesGIS systems have the ability to display the
geographic areaat a user specifiedcale, viewedfrom above and also relate this
geographic data with other information types [Geller, 2007]. Reldiififgrent sources of
geographic datamakes GIS a suitable platform to displapd distributethe Ocean

Mapping Grous Arctic dataset

Since 2004, there has been an increase in the development of freleaseeb
geographic information systems, with Google Maps, Yahoo Maps, Bing Maps and
MapQuest being the most common [Geller, 2007]. Developers have taken advantage of
this and publishedhundredsof thousands of maps onlif&oogle Geo Blog, 2010]A
few examples of these maps with bathymetry overlaid have been published by the
University of Hawaii at ManodHawaii Mapping Research Group, 2009] aimdthe
listings found on theMagic InstinctSoftware website [2ID]. These wekbased systems
have a small set of GIS tools, however many third r t y-uipmasthave been
these GIS tools, allowing developers to add more functionality to their maps [Elias et al.,
2008]. A mashup is mixirg two or more services from websites or web progréoms
create a new servic®evelopers and companiean use these systentsdisplay their

data to anyone with access to the internet and an internet browser.



The four main competitors (Google Mapsahbo Maps, Bing Maps and MapQuest)
all have similar maships implemented through Java$triand similar user interfaces
(see figure 2.3)Google Maps was chosen as the swalsed GIS systeror this project
because it had popular Application Programmg Interface (API), suitable satellite
imagery and Google Ocean imageBoogle Maps was also a familiar interface to most
internet users. Using a familiar interface would heges without GIS experience, to

easily view and use the website.

The GIS obols available in the Google Maps API allesvdevelopers to add points,
lines, polygons and custom overlays to the map, as well as geocode addresses [Google
Maps v2 2010]. Developers could add standard Google controls @edte custom

controlsfor the ma, customiang the appearance of the mimp theuses.

The Google Maps interfacesel the Mercator projection antlad three different
layers:map, satellite and terrain vie(gee figure 2.4)Eachlayer provides tle user with

different contextuainformation.

The map layer showetthe terrestrial surfacef the Earthasa white backgroundthe
aguatic surface aa blue backgroundand National Parks as a green backgroufthe
map layer also labelledthe names of Countries, Cities, Towns, Rod&lisers, Oceans,

etc... The shoreline from the map layer hedoarser resolutiondh the satellitéayer.
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The terrainlayer showed relief map of the terrain, providing users with elevations
and general ground cover typ&his layeralso labded the names of Countries, Cities,
Towns, Roads, Rivers, Oceans, eftheshoreline from theéerrainlayer was the same as

the mapayer, a coarser resolution than the satelbtger.

The satellitdlayer combinechigh resolution aerial photograplayd satellite imagery
to produce detailed images thfe Earth This satellitelayer had varying resolutions of
imagerydepending on the viewing locationlJrban areasvere typically covered with
higher resolution imagery and rural or unpopulated aveas typically covered with
lower resolution imagery. The satellitedata wa futher complimented with Google
ocean imagery, wich showedimagery of the ocean basjnat low resolution~10 km
[Sandwell and Smith, 2010]) The ocean imagery wa®ainly createl from the sea
surface undulations, caused by s#abed gravity differences, whigere recorded by
satellite altimetry [Stewart, 1985]Recently, Google has added new higher resolution
ocean imagery in selected areas. This new imagery was from shigoaoders,
collected by many organizations, including the Center for Coastal and Ocean Mapping
Joint Hydrographic Center [GoogleatLong Blog, 20@]. This view also had toggle
box to show or hide labels with the names of Countries, Cities, Roads, ,Rdg=ans,

etc...
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Figure 2.3 The four mainfreeweb-GIS programs used ldevelopers to create custom
maps online.
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Figure 2.4i The three different background images usg&oogle Maps. The top left is
the Ma View, the top right is the Terrain View, and the bottom is the Satellite View.

Google Maps was suitable weli51S platform, however it was still not the perfect
solution to online data distributiorOne of thedisadvantage® using Google Mapwas
the use of theMercator projection The Mercator projection vsaa standard map
projection for nautical charting because it presdfihes of a constant bearing as straight
lines[Pearson, 1990]The disadvantage @oogle MapsMercator Projection wathat it
did not show any imagery or overlagd the Polar Regions. The reason being that a
Mercator projection distortethe imagery as the latitude increased or decreasedly
from the Eamator. As the imagery approachéte poles, the distortion bame infinite,

which was why Greenland appearedbe largeithan Africa. The bounds foGooglé s

13



Mercator Map weeseta8 5. 011 A N, 180A W, 85.011AS, and
map does not go above 85.011°N or below 85.011°Shegaause Google wanted
create a square map, which simplified tléng schemeg(discussed further in sectior2}.
Not showing the poles was not a concern becalisbe data collected in the Arctweas

below 80 degreesorth

Another disadvantag® using Google Mapwas the high resolution satellite imagery
and aerial photography coveradainly the urban areassparse inthe Arctic) High
resolution satellite imagery and aerial photography was not commercially & aiiaddl
areas of the worldand it was expensive to pumase.This was not a major concern
becausehe low resolution satellite imageand aerial photographyas comparable to
most of the shorelireeon electronicharts in the ArcticGoo gl edés | magery was

updated more frequently as new imagery bexarailable [Google Blog, 2010].

The last disadvantage wd3o0o0glé cean imagerywas only available at lower
resolutions and zoom levels. In areas away from the coast and at higher zoom levels
(>10), the ocean imagery disappeaset was replacedith a grey background This
caused a few problems for the overlay of Ocean Mapping Group tiles, asdhkly vot
be displayed oveareaswith no ocean imageryDisplaying the Ocean Mapping Group
tiles in these areas involvedeaing an array of overlay§he base layer was made up of
white tiles On top of the base layerawGoogl eds satellite tiles,

was the Ocean Mappi(segfige2bypds custom tiles

14



Google

Figure 2.5 The array ofoverlays whi t e t i | esiles, d&d@cgaheds s at
Mapping Group tiless t hey appear in Google Maps. Go
the right (blue background), but disappears on the left (white outlined tiles). The array of
overlayswasi s ed t o show t he Oc e aaardidawnhgre Goggle Gr ou p

did not have Ocean imagery.
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CHAPTER 3. METHODS

To ful fil the objectives outlined in this
needed to be overlaid on a contextual background image. Users could pan and zoom
any area or resolution they choose while still having the ability to download the data in
the 1506 | atitude by 306 |l ongitude, 10 metr

traceability.

3.1 TYPES OF OVERLAY S

The scale of th©cean Mi p pi n g d&tasetmpadtghat an efficient method must
be use to create, storgnd display the ata online. Google Maps provided two types of
custom overlays:ground overlays and tile overlays. While both types of overlays
displayed imagesontopd@&o o gl e 6 s b a ¢ theywesewenddifférentyirehove
they wee implemented. The main difference between the tile overlay and the ground
overlay was the tile overlay used a fixed image size, with varying resolutions, for each
zoomlevel. The groundverlay used a single image of any size, with a fisesblution

for all zoom levels.These two overlays are discussed in more detail here.

16



3.1.17 Ground Overlay Method

The ground overlay method wauitable for a small dataset covering a sraah. It
was relatively simple to implement, where developers only egéal have an image,
with a transparent background, and the Southwest and Northeast latitude / longitude
coordinatesfor georeferencing This overlay displayedhe image atthe origind

resolutionregardless octoom level.

3.127 Tile Overlay Method

The tile overlaymethod wa an efficient way to display larglatasetshowever, it was
more complex ints design and implementation than the ground overlay methbd.tile
ovealay methodinvolved creating a 256 by 256 pixel imager each zoom level,
everywhere multibeam data was collectéithe number of potential tiles that needo
be created increasendth the zoom level. For eachlsequent zoom level, the image
was divded into four tiles (see figure 3)1thus giving the equation for the number of
tiles necessary to cover the wqrldr that particular zoom leveds:

Number of Tiles =% (where n = zoom level).
Google only requiredtiles to be created where thenas multibeam data, rather than
creating blank tiles for most of the world. This drastically reduced the spaessary to

store the tiles (~28B each). For exaple, the latest generation of tiles for alttec data

17



collected between 2003 and 20@@pducedjust over 240,000 tiles for zoom level 14.
Whereas, the amount of tiles necessary t@rcthe world at zoom level 14 wgust over

268,000,000.

Zoom level O Zoom level 1 Zoom level 2

8,0 1,0 2,0 3,8

8,1 1,1 2,1 3,1 |

0,2 1,2 2,2 3,2

Figure 3.1- Tile creation for Google Maps, each tile is subsequently divided into four
new tiles.[Google Maps v22010]
Tiling the data drastically speeds up the load time ofotlisne map because it only
loadedthetiles, at an appropriate resolutiowjthin the use sap bounds Depending
on theuseb screen redlution, this usually translatl to approximatel8 (256 x 256

pixel) tiles for a typical map windosizeof 500 x 800 pixels.

The tiles usé a pyramid structure (see figure2} that vared the resolutiorof the tile
according to the zoom levahdlatitude. At thelowestzoomlevel (zoom level 0), where
the whole worldwas visible, the resolution of the multibeadatacould be low because
of the map scaleAt the highestzoom level (zoom level 19), where details such as
vehiclesand houses were visiblthe resolution of thenultibeamdataneeded tde high

sothe overlay wouldhot become pixelated.
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Map Resolution {metres / pixel)

Latitude 0 30 60 80

Zoom 1 782715 677851 391358 13591.7
Level 2 39135.8 33892.6 19567.9 6795.9
3 19567.9 16946.3 9783.9 3397.9

4 9783.9 3473.1 4852.0 1659.0

5 4892.0 4236.6 2446.0 849.5
Zoom Ievel il 2446.0 2118.3 1223.0 424.7
7 1223.0 1059.1 611.5 212.4

8 611.5 529.6 305.7 106.2

9 305.7 264.8 152.9 53.1

10 152.9 132.4 76.4 26.5

11 76.4 66.2 38.2 13.3

12 38.2 33.1 19.1 6.6

13 19.1 16.5 9.6 3.3

14 9.6 8.3 4.8 1.7

15 4.8 4.1 2.4 0.8

16 2.4 2.1 1.2 0.4

17 1.2 1.0 0.6 0.2

18 0.6 0.5 0.3 0.1

19 0.3 0.3 0.1 0.1

Figure 32 - The pyramid structure used by Google Maps which varies the resolution of
the image according to the zoom level and latit{idadal, 2008]

3.2 CREATION OF TILES

To create the tilekor overlay on Google Mapshe Ocean Mapping Group developed
a customsoftwareprogram The program usethe navigation tracks from the CCGS
Amundsen, the CSL Heron and other vessels to determine whichhiesvigation
trackintersectedt the highest zoom level (zoom level 14%ing the navigation tracks to
determine waich tiles needed to be creatadoided creating unnecessary tiles, speeding
up the program and saving disk spagé.the highestzoom lewel, and in deep wat
(>800 metres), it wa possiblefor the swath from the multibeam file totersect up to
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five tiles. To ensure there were no gaps in the d2deadditionaltiles (in an expanding
square)were created around each navigation track Eta. each tile that needed to be

created, a list of the cleaned multibeam files that contributed to that tile was also created.

3.2.171 Tile Bounds Calculations

Google Maps requires each tile to havBgherical Mercator projectiowith a fixed
size of 256 pixels by 256 pixels. In order to create each tilelatitede / longitude

bounds of each 256 x 256 pixel tileeeded to bealculated This wasdoneas follows

The Earth $ divided into 360° of longitude and 180° of latitude. Thigmesens a
sphere wherethe circumference at the equaisrrepresented b multiplied by the
radius of the Eartht theEquator(R = 6378137. Since aMercator map il not show the
poles Googlesimplified their map by cuttingff the poles to make the map square.
create thesquare mapGoogle used theircumference at thegeatorof2” R t o r epr es .
360° of longiide and the total rangd latitude. To calculate thabsoluteupper latitude
of theGooglemap divide2" by 2 t o dviuv @ i pReguals a00375003¢ R
metres Converting 20037508.3hetresto decimal degees from theSphericalMercator

projection formula found in Malg [1973 p.153:

O afOnE -
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rearranging to solve for (:
e COWENQ -

e COMEQ 8 T

a = 85.0511

Thismeant hat the top | awas850612°. of Googl eds map

Figure 3.3 defineghe terms used in the next calculations. The terms wgper
latitude tile bound, lower latitude tile bound, left longitude tile bound, and right longitude

tile bound.

Upper Latitude bound

Left Longitude bound | : Right Longitude bound

Lower Latitude bound

Figure 3.3i Defining the tile bounds used in the calculations discussselction3.2.1
[Google Maps v2, 2010]
To calculate the lower latitude bound of therth mosttile, the pole to pole latitude
must be known2" Rfor Spherical Mercatoras well as the zoom level of the tile. The
formula for calculating the lowdround:

Lower latitude tile bound = -2n 2 Fomiegel + (upper latitude tile bound in metres)
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The lower latitude tile bound wahen converted to diecal degrees using thepherical

Mercator formula:
e COWENQ -
The upper latitude was then set to the lower latitude bound faathelation of thenext

tile. The latitude calculatiacan be done specifically for each tile if tloav informaton

was known.
YO RO QO 00 € b Y “Y
DE VWO QO 6 ROYC YN RO Qo 6QQ

The Latitude bounds were then converted from spherical ntetoecimal degrees.

The projection latitude was calculated by adding the Upper latitude bound to the lower
latitude bound and then dividing by tw®he projection latitude was usedly for the
make_blankprogram, which createda georeferencedlank mapsheet with the least

distortionatthe projection latitude.

The left longitudeile bound wa first set to the most Westerly longitude of the Mercator
projection(-180°). To calculate theight longitudetile bound the circumference of the
Earth mustbe known 360° of longitudeas well as the zoom level of the til€he
formula for calculating the right bound:

360°/ 2 zoomlevel + [eft fongitude tile bound
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The left longitude tile bound was then set to the right longitude bound for the calculation
of the next tile. The latitude calculations can be done specifically for gdehf the
column information wa known.

0 QRE & "QQO® NG &j T p YT

Y KB € € "QQO @ @I 0QRE ¢ QR0 6Q0Q

3.2.21 Creation of Tile Images

Goqgle Maps required images fowerlay in the map.The first step was toreatea
blank mapsheetn the spherical Mercator projection, using the latitude / longitude
bounds projection latitude(calculated above) and a custom resolutidrhe resolution

for each tile was determined using the followingiata:

00 Qi £ 00d @& AODRD LHWEG ¢ £0QUIEA T OO0 QP QQ
6 xEAOA OAOI ] OOEIT AO %NOAOI O cn2 T v

*where R = 6378137
These mapsheets were creafer each relevant (filled) tile, at the highest zoom level

selected.The blank mapshegtverenanmedaccording to the roypcolumn and zoom level

(see figure 31 They were then populated with multibeam soundings by assigning
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floating point values to gt cells, usinga weighting function(weigh_grid, from the

Ocean Mapping Group Swathed software toalkit)

Zoomlevel 1 Zoomlevel 1
0.0 1.0 Colmin. Rew Celamy,, Row
Q/J\ 1 la 1 Colomp., Row Colnmy,. Row

Figure 3.4- The naming (column, row, and zoom level) system for the Google Maps tiles
(e.g. the top left tile name would be 0_0_1.pM@pogle Mas v2, 2010]

After the multibeam data wagriddedinto the tiles, each tilevas sunilluminated
(addSUN, from the Ocean Mapping Group Swathed software todtkityive the
multibeam data 3dimensional appearance. The data ween colour shadeabcording
to depthusing the Ocean Mapping Graspcustom bathymetric tmur scheme. The
colour scheme wadeliberately chosen to bi#ne same throughout the tea Arctic
datasetwith colour coded depthsangingfrom zero metres to 1000 metrés/erything
below 1000 metres vgaa constant colour)lhe colour coded and sun shadids were
mixed together to produce an imafeix_ci, from the Ocean Mapping Group Swathed
software toolkit) The new image wasonverted to a PNG imagehich was supported
by Googk, with a transparent backgroundsing the fimagemagick program
Imagemagick was a free software program that could read, write and convert images in a

variety of image formats [ImageMagick Studio, 1999].
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3.2.3i Filling the Gap in the Tiles

The programs used to create thailtibeamtiles were not able to filbne pixel on the
right side ofeacht i | e . This was due to the Ocean I
fiaddSUN During the sunillumination, the progrard@ s d e f a uldsead the pixelt i n g s
values fom above ando the right to assign a value to the current pixgl. the last
columnof theimage there was n@ixel to the right;so novalues were assigned to the
last pixel When all the images were tiled together inoGle Maps, many vertical lines,

on the right side odachtile, were visible in thenap(see figure 3.p

To fill the pixels in the lastcolumn of the images a new program called
AGM_f i lwadsGragpedThis programwas used after ehsunillumination and colour
shaling to p&ch thevaluefrom the pixel to the leftinto the blank pixe(see figure 3.6
This methodwas not the perfect fix, because sharillumination in the last two pixels

was the same
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Figure 3.51 The one pixel gap created many vertical lines whenrtrages were tiled in
Google Maps. These lines were fixed with the GM_fillGap program.

Figure 36 T The tile overlay after the blank pixels were filled using the GM_fillGap
program.
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