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Abstract

Refraction artifacts are often present in shalow water multibeam surveys and can degrade
the qudity of the find product if they are not adequately addressed. This thesis congsts of the
implementation of a systematic anayss and correction software package that addresses
refraction artifacts in a post-processing context.

The methodology congds of the estimation of the variation in the water sound speed
digribution, by using the information given by the multibeam dataset itsdf. This is done by the
evauation of the gppropriately modeled Sound Speed Profiles (SSP), which is gpplied ether in
addition to an adready existing SSP, or applied directly to the raw data. Refraction errors are
most developed in the outer parts of the survey line coverage. The software devel oped takes
advantage of this observation by utilisng the nadir data because they are amost unaffected by
refraction errors. Two methods of andyss are considered in this study. The first method uses
two neighbouring parald lines to generate corrections. The second uses the crossing check
lines.

Both methods are used to evauate the refraction coefficients of a two-layer SSP mode,
which, when gpplied, should bring the outer parts of the survey line as close as possible to the
real seafloor (as observed at nadir).

The software developed is tested on an actua multibeam dataset. This data has been
acquired off Saint John Harbor (NB) with a SSIMRAD EM1000 sonar. The gpplication of the

new post-processing tool reduces refraction artifacts. The reduction of such artifacts improves



the extraction of useful information contained in the multibeam data. The method used alows as
well the computation of correction SSPs that provide characteristics of an equivaent water

mass.

Résumé

Les artefacts de refraction sont souvent présents dans les levés multifaisceaux en eaux peu
profondes et peuvent dégrader la qudité du produit find S le probléme n'est pas résolu de
maniere adéquate. Le projet présenté consigte a I'implémentation d' une andyse systemdtique
et d'un logicid de traitement qui réduit les artifacts de réfraction a posteriori.

La méthode consste en I’ estimation de la variation de la partition de la vitesse du son
dans I'eau en utilisant les informations fournies par les données multifaisceaux dles-mémes.
Ceci est rédisé par I” évauation de modeles de profils de vitesse appropriés, qui seront goutés
aux profils de vitesse d§ja existant ou appliqués directement sur les données brutes. Les
erreurs de réfraction se développent le plus sur les parties extérieures des fauchées. Lelogicid
développé profite de cette observation en utilisant les données centrales qui ne sont presque
pas touchées par les erreurs de Efraction. Deux méthodes d analyse sont envisagées dans
cette étude. La premiere méthode utilise les deux lignes pardldes voisines pour genérer des

corrections et la seconde méthode utilise les lignes orthogonales de vérification.



Les deux néthodes sont utilisées pour évaluer les coefficients de réfraction d’'un modéle a
deux couches de profils de vitesse qui devrait replacer les parties externes des fauchées auss
prés que possible du fond sous-marin réel (comme observé en partie centrae de fauchée).

Le logicid développé est testé sur un réel jeu de données multifaisceaux. Ces données ont
été acquises au large du port de Saint John (NB) avec un SIMRAD EM1000. L’ application
de cet outil de traitement a postériori réduit les artefacts de réfraction. La réduction de tels
artefacts accroit I'information utile contenue dans les données multifaisceaux. La néthode
utilisée permet égdement le cdcul de corrections de profils de vitesse qui fournient des

caractéristiques d' une masse d' eau équivdente.
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CHAPTER 1-INTRODUCTION

Hydrographic surveying uses sound as a remote sensing tool. One of the most advanced
and effective hydrographic instruments is the multibeam sonar. These systems use sound to
measure the depth in the ocean. The fundamental data received back by these sonars are, the
two way travel time of the signal between the transducer and the seafloor and the direction
from which the echo is reflected. The usefulness of the recovered data depends criticaly on the
knowledge one has about the medium that the sgna propagates through. The wide variety of
highly variable physical characteristics of the ocean makes this task a chalenge. Among these
characterigtics, the variation of temperature, pressure and sdinity affects the speed and the
direction of sound travelling through the water mass. These effects are cdled refraction. The
god of our research work is to design a new pod-processing tool able to correct the
soundings from the errors induced by refraction.

The purpose of this thesis is to propose a new technique to improve the data qudity in
regard to refraction artifacts in multibeam sonar surveys. Specificaly, we describe the basic
physics of sound propagation, the characteristics of its propagation in seawaeter, the way a
multibeam sonar operates to transmit and receive sound waves, how refraction affects echo

sounding and what is usudly done to reduce the degradation of the sounding caused by



refraction. The find part of the thesis is devoted to the methodology, application and results of
the new refraction tool devel oped.

The contributions to knowledge made in thiswork can be listed as follows.

A detailed study of the shape of refraction artifacts generated by a wrong monitoring of the
sound speed a the face of the transducer is presented. Different examples of sonar
configurations are consdered. The dependence of these artifacts with a varying-rall is dso
investigated (Chapter 3).

The reader will find a review of the methods used to reduce the multibeam soundings with
the water sound speed in redl-time and in pogt-processing and of existing methods to correct
refraction artifacts (Chapter 4).

The elaboration of a smple Sound Speed Profile correction modd is presented. It shows
how an actud SSP can be approximated by a two-layer SSP with a step function rather than a
gradient function as a thermoclinghaocline. The relation between the variables of the SSP
model and the shape of the artifact is andyzed (Chapter 6).

The methodology (Chapter 5, Chapter 7) and the agpplication (Chapter 8) of a new
refraction processing tool are proposed to the reader. This tool dlows fully automated
adjusments of the refraction artifacts present in multibeam datasets. These adjustments are
based on the assumption that the nadir depths of the survey lines are adequate to be used as

references for the computation of corrections.



CHAPTER 2 - BACKGROUND

Before introducing the new technique for the remova of refraction artifacts, we briefly
review the theory of sound propagation in seawater. The phenomena that disturb sound
propagation are investigated. They are the causes of the errors that we want to minimise. The
mode of operation of multibeam sonar is then described before making a detailed examination

of how the sound propagation disturbances appear in the multibeam measurements.

2.1. NATURE OF A SOUND WAVE

2.1.1. General description

Sound is a phenomena created by a mechanica pressure disturbance in a medium. This
disturbance propagates itself depending on the mechanical properties (inertid and eastic
charecteristics) of the medium. The propagation lasts as long as other forces have not

progressively balanced out the pressure disturbance. The actud materid that condtitutes the



medium vibrates as the wave propagates through it. The sound energy is tranamitted from one
place to another by this phenomenon.

Sound waves propagate as spherica wave fronts, however as the waves become very
distant from the source they can be gpproximated by a plane wave. This gpproximation alows

usto easily describe the acoudtica properties of the medium.

2.1.2. Plane and spherical wave equations

Consdering the variation in volume, strain and particle velocity of a smal volume of the
medium, during a short time intervd, the differentid acoudtic plane wave equation is established
as.

1°p _BT?p

Eqg. 1
g Mm>  r 9

Here p isthe pressure, B the bulk modulus of dadticity and r  the dengty.

The spherica case can be obtained if one takes into account the variation of pressure p, in

the other two directions, y and z

Eq. 2 NZp=




This equation describes the relation between the spatid and tempord variations of pressure
in the medium. The sound wave is completely described by the following reaions and
definitions,

- The veocity of the propagation of the waves :

Eq. 3 c=

—1|w

The bulk modulus B is a measure of the ratio between the stress and the gtrain. It is the

capacity of the materid to be deformed by an externa force. The dendity r is controlled by

the amount of materid per unit of volume. The sound speed is directly proportiond to the
ability of the medium to be deformed and inversdly proportiona to the amount of materia per
unit of volume.

- The impedance of the medium to the waves.

Eq. 4 Zozﬁzrc

- The particle displacement x versus pressure p and velocity u (plane wave case):

Eq. 5 p(t, x) =- B% = - Bu(t,x)



2.1.3. Solution of the wave egquations

The equations are solvable as long as the different variables of the system of coordinates
chosen are separable. The pressure of a sphericd wave radiated by an infinitesmaly smdl
pulsating sphere in an infinite, homogeneous and isotropic medium will have an eguation of the

type:

Eq. 6 o(r,1) = 2 eitt-kn)
r

A is a congtant determined by a boundary equation, r the distance from the source, w the

period and k the wave number [Burdic, 1991], [Tolstoy, 1966].

The energy carried by a sound wave is proportiond to p?. p is proportiond to 1, so the
r

energy is proportiond to iz The energy decreases by the square of the distance to the
r

source, This phenomenon is called spherical spreading.

2.2. A SOUND WAVE IN THE OCEAN



The particular case of sound propagetion that concerns us is the propagation of sound
through water in the ocean and more specificaly in coastd waters. In this section, the

particularities of the propagation of sound in seawater are investigated.

2.2.1. Sructure of the ocean as a sound propagating medium

Unlike in the open ocean where the sound speed profile has a predictable and stable shape,
in coastd and shalow water areas, (continental shelf regions) the sound speed profiles are
irregular and unpredictable. The velocity of sound (EQ. 3) in seawater depends on three
characteridtics of the seawater: its temperature, its pressure and its salinity. Figure 1 gives a
schemétic representation of the influence on sound speed in coastal waters.

The temperature varies with depth due to the penetration of solar energy into the water
column; with time, on a daily and on a seasond cycle; and with the weather conditions for
example overcast versus sunny periods. Geothermal phenomena, currents and tides, adso
locdly influence the temperature of the water.

The pressure of seawater is related to depth. Seawater is compressible and the density of
Seawater increases with depth (pressure).

The salinity is messured as the amount of chlorine ions (absolute sdlinity S)) or as the
dectrical conductivity (practica <dinity S). Sdinity is highly variable in shalow aress

Freshwater river runoff, evaporation (related to the wind and solar heat) and precipitation have



a mgor role in sinity changes. A hdocline, a zone of rapid increase of sdinity, appears

between the upper, low-sdinity layer and deeper high-sdinity layer [Pickard, 1990].
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Figure 1: The complexity of the oceanography of coastal watermasses. Many external

force mechanisms influence the vel ocity structure [ Hughes Clarke, 19994] .

2.2.2. The sound speed equation

Empirical equations for the sound speed, as a function of the pressure, sdinity and

temperature have been established based on a compilation of many measurements [Kuwahara,



1939], [Dd Grosso, 1952], [Wilson, 1960]. Three recent equations respectively from [Leroy,

1969], [Medwin, 1975] and [Mackenzie, 1981] are written as follows:

Eq. 7 [Leroy, 1969]

c=1492.9+ (T - 10)- 6" 10°3(T - 10)% - 4" 10°2(T - 18)2 +1.2(S- 35) +1.6” 102D

with 2£T £24.5°,30£S£ 42,0£ D £1000

Eq. 8 [Medwin, 1975]

C=1449.2+4.6T - 55 10°T*+29" 10*T® +(1.34- 10°°T)(S- 35)+1.6" 10°D

with O£ T £35°,0£ SE45,0£ D £1000
Eq. 9 [Mackenzie, 1981]

C =1448.96+ 4.591T - 5304 10°T* +2.374" 10*T* +1.340(S- 35 +1.630" 10°D
+1.675" 107" D? - 1.025" 10" °T(S- 35)- 7.139" 10*TD?

with O£ T £30°, 30£ S£ 40,0 £ D £8000

S is defined as the weight in grams of dissolved solids contained in 1 kg of seawater,
expressed in parts per thousand (%o). T is expressed on the Celsus scale and D in metres.
The typicd sengtivities of sound speed c, with respect to temperature T, sdinity S and

depth D are [Pickard, 1990]:



At T=0°C and S=35%o cincreases by 4.6 m/sfor achangein T of +1°C;
cincreases by 1.4 m/sfor achangein Sof +1%o;

cincreasesby 1.7 m/sfor achangein D of +1000 m.

2.2.3. Refraction

After the generd description of sound propagation above, the focusis now brought on how
a sound wave actudly propagates through the water column. This is important for our study
because it is the source of errors in the propagation of beams from the transducer of a
multibeam echosounder to the bottom of the ocean and back.

In the smplest modd, the ocean can be described as a layered medium. This means that a
vertica beam is orthogond to the layers and that dl other angles are oblique with respect to the
layers.

First we consder the smple case of vertical propagetion i.e. the nadir beams. In order to
explain how a sound wave is influenced by a sound speed congtantly varying with depth, two
gtuations are explained: that of an oblique ray crossing (1-) a single sound speed discontinuity
and (2-) a congtant sound speed gradient. In the two cases, we assume we are far enough

from the emitting source to be able to judtify a plane wave gpproximetion.
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2.2.3.1. Verticd case harmonic mean and nadir beam stability

When a sound wave is sent verticaly through the water column, it travels through the
medium at the loca sound speed, which is variable. To get a representative vaue of the sound
speed in the water column, the concept of harmonic mean sound speed is used. The harmonic

mean sound speed istheratio of the total distance traveled by the totd time of travel. It isgiven

by the following formula
z- 7
Eqg. 10 m=———
éN.Z|+1 dz
i=1 z C(Z)

where z-z is the total distance traveled, [z, z.,] isthe layer traveled at the sound speed
Ci(2) and N isthe number of layers, [de Mougtier, 1999].

The nadir beams of a multibeam echosounder are emitted vertically from the transducer. A
change of speed in the water column generates an error in the propagation of these beams.
These range errors are farly smdl; for example, a layer of 1510 m/s (equivaent to a 2°
temperature rise) added to the first 10 m of a uniform 1500 m/s water column generates errors
of 6.6 cm amplitude at a depth of 100 m (0.07% of the water depth).

The next two paragraphs dedl with beams travelling through the water column in a direction
other than vertical. These beams are deviated from their trgectory by variations of sound
speed. The angular errors resulting are added to the range errors present and are non-linearly

increasang with the angle from vertical.
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2.2.3.2. Oblique incident wave crossing a sound speed boundary

This paragraph takes its information from the following references. [Brown, 1989], [Kinder,

1982], [Urick, 1983], [Burdic, 1991]. The stuation isillustrated in Figure 2.

o 4 Z
Fluid 1
P.C,
P p
\19,
i /[! X
Fluid 2 R
Py
P

Figure 2. Sound speed discontinuity crossed by an incident plane wave [ Burdic, 1991].

The ray directions in Figure 2 are perpendicular to the plane waves described below in Eg.
11 to Eg. 13. Congdering the configuration of Fgure 2, the incident wave equation p; is

expresad as follows: (see the solution of the sound wave equation in 82.1.3)

iw(t- xcosqi+zsinqi)

Eq. 11 p; (t,x, 2) = Ae a

Aswdll for the reflected wave pr and refracted wave p:

12



jwit- xcosqr+zsinqr)

Eq. 12 P, (t,%,2) = Bje a

w(t- XCOsg¢ +Zsing )

Eq. 13 p;(t, X, 2) = Ase €

Reations between the three different amplitudes (A, B, Az) may be found by expressang
the conditions at the interface of the two layers through the conservation of pressure (Eg. 14),
continuity of the velocity on the z-axis (Eqg. 15), equdity and opposition of the reflected and

incident angle (Eg. 16), and findly Sndl’slaw (Eq. 17):

Eqg. 14 Bt P =R
Eq. 15 u, 9ng; +u,9ng, =u,9Snq,, u being the speed.
Eq. 16 g =-q,
Eq. 17 0, _ SO
c c

These conditions lead directly to the following relations between the amplitudes (Z, = r.¢

IS the impedance):

Eq. 18 A =B +A,

13



Eq. 19 E — Zzs-nqi - le-nqt
A Z,§nq; +Z,8nq,
Eq. 20 La g .Zzlgnqt.
A Z,d9nq, +Z 9nq,

Eq. 18 indicates that the incident wave l0oses some energy at the trangtion between the two
layers. Eq. 19 quantifies the amount of reflection observed. Eq. 20 compares the incident and
refracted amplitude.

There will be no reflectionif Bi=0orif Z,9nq; = Z, Inq, . This condition combined with

Sndl’'slaw (EQ. 17) leads to:

. /c,)?-1
Ea. 21 dn? _:(Cl+
d G (r/r)*-1

This equation is positive becausesin?g, T [0,]. Eq. 21 is equivalent to one of the two

conditionsin EqQ. 22:

Eq. 22 T2 G931 legbgs
r, ¢ r, ¢

The wave goes through the boundary without being reflected and without losing energy. It
only deviates from its origind heading. Thisis of course the genera case for propagation in the

ocean volume, which is the focus of our thesis. However, a fixed step is a poor model for a

14



real ocean. A closer representation of the ocean may be provided by a linear gradient model

that is examined next.

2.2.3.3. Oblique incident wave crossing a linear sound speed gradient

[Brown, 1989], [Kinder, 1982], [Urick, 1983], [Burdic, 1991]

The discontinuity occurring at a certain depth z is an approximation used to modd a strong
variaion of sound speed within a short (but not null) depth range. A better approximation
would be to mode the effect of the thermocline by a continuous sound speed gradient in anor

null depth interva. Such a gradient could be defined by the following equation
Eq. 23 c(z) =c,+0z

where ¢, is the surface sound speed and g the gradient.

If we differentiate this equation we get:
Eq. 24 dc = gdz
Sndl’slaw applied in this case gives & a certain depth z

Eq. 25 -

This equation differentiated is written:

15



dc _ - snqdq
C, cosq,

Eq. 26

By subdtituting (Eqg. 24) and (Eq. 26) we get the relation between the depth increment dz,

and the local direction of propagation ?, and its gradient d?.

c, 9nq

Eq. 27 dz = dq
g coxq,
A last integration brings:
Eq. 28 zQ) =- % cosq + A
co

0

Thisequation defines acircle that hasaradiusR

Eq. 29 R=_ "0
g cosq,

The wave crossing an area where the sound speed varies linearly with the depth has a

circular trgectory, as shown in Figure 3.
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Figure 3: Circular trajectory of a sound wave in a sound speed gradient [ Burdic, 1991].

This can then be applied to modeing propagetion through a heterogeneous medium such as

the ocean.

2.2.3.4. Practicd gpplication of this theory to oblique propagation in the ocean

Usudly a sound speed profile (SSP) has a complex sructure. This makes a direct
computation of the true deviaion created by such profiles impossble. However, the usud
method used to smplify a profile for andys's consgts of its decompostion into a large number
of smdl ssgments. Those segments can have a constant sound speed (see 8.2.3.2) or a

velocity linearly dependent on the depth (see §2.2.3.3). See Figure 4.

sound speed (m/s)

b

real SSP gradient SSP step SSP

depth (m)
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Figure 4: Two approximations of a real sound speed profile on the left. The gradient
SSP in the middle is composed of simple linearly varying steps. The step SSP on

the right is composed of constant steps.

2.2.3.5. Verticd beams vs. oblique beams

Figure 5 compares the amplitude of verticd error (range error) to the amplitude of oblique
error (range and angle error). Thisis redlized for different angles of propagetion using the same
exampleasin 82.2.3.1. of asmall range error produced by the addition of a 10 m/s faster layer
to the first 20 m of a uniform water column with a sound speed of 1500 nvs. The nadir beams
are dmogt unaffected compared to the most oblique beam. This is a very important point,
because the vertica beams can then be used as references to estimate the corrections to apply

on the outer beams.
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Figure 5: Comparison between depth errors generated vertically at different angles
from vertical and at a depth of 100m. The water column was initially uniform

with a sound speed of 1500mVs. Then 10mVs have been added to the speed in the

first 10 metres.

In the following chapters, particular attention will be paid to refraction errors generated in
the beams emitted obliquely. These errors are of primary interest here. Before proceeding, a

brief description of the operation of multibeam echosounder is necessary.
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2.3. DESCRIPTION OF MULTIBEAM ECHOSOUNDERS

Hydrographic surveying has evolved with the increasing cgpabilities in red-time computing
and in data storage. Single beam echosounders have been replaced by high-resolution swath
mapping systems. Multibeam sonars are one of these high-dendty mapping tools. These
systems use sound waves propagating obliquely in the ocean and are thus very sendtive to

refraction phenomena [Hughes Clarke, 1996a).

2.3.1. General description

Multibeam sonars are echosounder systems that measure Smultaneoudy a series of depths
in an athwartship direction. Multibeam sonars are composed of a transducer, a transceiver and
a processing unit. The transducer generates a fan of beams that are sent towards the seefloor.
The same transducer receives the reflected energy coming from the collison of these beams
with the seefloor. The transceiver generates the signals sent to the transducer and gathers the
signals received by the same transducer. The processing unit computes the depth and position
of the sounding (bottom detection) from the trangit time of the sgnd and the angle of the beam.
It integrates this solution with external data such as position and orientation of the ship and the

water column measurements.
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2.3.2. Transducer

2.3.2.1. Materid

The transducer of a multibeam sonar is usudly made of ferrodectric polycrysaline
ceramics. These materiads (dso cdled dectro-acoustic transducers) have piezodectric
properties, which dlows them to convert dectric energy into eagic energy and then into
acoudtic energy and vice-versa, from acoudtic energy into dectric energy. In the multibeam

case, transducer eements made of this kind of materid are arranged in aarray configuration.

2.3.2.2. Configuration

A multibeam sonar transducer is usualy composed of two orthogond arrays of eements
(condtituting a Mill’ s cross placed under the kedl of the vessdl). One of these araysis areceive
array and the other is atransmit array. The tranamit array is arranged in an alongship direction.
It generates a beam pattern that is narrow in the alongship direction (a few degrees) and wide

in the athwartship direction (up to 80° to either Sde of nadir). The recaiving array is set up
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orthogondly to the transmit array, athwartship. Therefore, it creates a beam pattern that is
narrow in the athwartship direction and wide in the dongship direction. The result of the
product of these two beam patterns is a rerrow beam that ensonifies an areain the seefloor in
a specific azimuth and depression angle. Receive beam patterns are steered simultaneoudy
from port to starboard at a certain angle interval. This creates a series of narrow beams
arranged as a fan in an athwartship plane under the vessel [de Moustier, 1988], [Pohner,

1991], [Wilson, 1988], [Bobber, 1988], as shown in Figure 6.

Fore-Aft axis of the vessel

Sidelobes

@ [Tansmit array

Receive array T~

Main lobe

Figure 6: Narrow beam created by a Mill’s cross transducer of a multibeam sonar, it is
the result of the product of the beam patterns of the transmit array and the

receive array [Hughes Clarke, 1999a].
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2.3.2.3. Beamwidth

The sonar is used a a frequency near the mechanica resonance of the materia congtituting
the transducer e ements. The beamwidth of the beams generated is defined as twice the angular
distance from nadir to the point where the expanding wave front has been reduced to hdf the
power with respect to the axid power level. The beamwidth is inversay proportiond to the
aperture length of the array and of the wavelength used. The length of the array is therefore
critica to the beamwidth generated by the sonar. The equation below defines the 3dB-down

(half power) beamwidth for an unshaded unsteered array:

A4l 6
Eq. 30 Dq = 2arcsin&t 9
e L g

If L>4l ,then Eq. 30 issmplified as
Eq. 31 Dg = 0.88|E (radians)

Dq isthe beamwidth (angular sector), | isthe waveength of the emitted signd and L the
length of the array. As an exact rule, assuming a congtant beamwidth, high frequencies

correspond to smal array lengths and vice versa
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2.3.2.4. Element gpacing

Another important varigble for the design of transducer arrays s the distance between each
element of the array. The beamwidth describes the size of the main Iobe of the beam pattern.
Thismain lobe isfollowed by sidelobes that can interfere with depth measurement. The spacing
must be chosen in such away that grating lobes are not present in the visible region. It can be
shown that the dement spacing that keeps the grating lobes outsde of the visble region is
lower than one hdf of the wavelength. The ided transducer array would be ane continuous
transducer dement. After this optimisation of the eement spacing, weighting functions can be

applied to reduce the sdelobes.

2.3.3. Transceiver

2.3.3.1. Transcaiver function

The transcelver performs the beamforming and beam steering operations. Beamforming
creates a fan of narrow beams. Beamsteering directs the beam in a specific direction. Some
transcalvers have the capability to actively compensate for the pitch and the roll of the vessdl in

order to keep the fan of beams as close as possible to an athwartship verticad plane (pitch
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gtabilisation) and symmetric with respect to an dongship vertica plane (roll sabilisation). These

two magjor functions are described below.

2.3.3.2. Beamforming

The beamformer dlows for separate detection of multiple discrete beams arriving from
different directions, at the sametime.

The transmit array, pardld to the ship’s fore-aft axis, produces a transmit beam orthogona
to it. The receive array forms multiple reception beams pardld to ship. The beam pattern for a
sngle beam is the result of the product of the beam patterns of the transmit and the receive
beam.

An ungteered beam pattern can be expressed by the following formula:

N-1 :
Eq. 32 b(t,.q)=q Ae™ withy = 2pd|S|nq ,

n=1

Here N is the total number of dements, A is the amplitude shading of each sgnd, d the

distance between two dements of the array, y the phase of the sgnd.

A weighting window function (sometimes caled “shading”) applied to the array reduces the

amplitude of the sde lobes (functions such as a Dolph-Chebyshev, Hamming or Hanning
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[Davids, 1951]). Such a function applies lower weights onto the outer elements of the array
and higher weights in the centre of the array. It adjusts the amplitude weights An of each
element. This method called "shading” has some drawbacks. It increases the width of the main
lobe, decreasing the angular resolution of the sonar and it decreases the array gain, which

reduces the main |obe amplitude of the returned echoes [Hughes Clarke, 1996b].

2.3.3.3. Beam gesring

Without steering, the narrow beam created by the product of the transmit and receive beam
patterns is aways directed in the broadside direction (orthogondly to the array). In order to
create a fan of narrow beams in the across track direction we need to direct this narrow beam
in any of the directions from broadside within the plane of ensonification. This approach,
termed beamsteering is usudly achieved dectronicaly. Three different methods can be used:
time delay, phase delay method and afast Fourier transform (FFT) method. All these methods
rely on using a series of dements spaced in aline a a known distance gpart, this distance is
equd to some fixed multiple of | . If we imperfectly know ki (wrong surface sound speed),

the angle esimates will be dightly in error.

 Phase dday beam steering method
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The phase delay method consigts of adding specific linearly distance varying phase shifts to

the output of each of the elements before adding them together. The phase shift Dy  for the

nth dement is

_2pndsing,

Eq. 33 Dy . |

In this equation, g is the direction in which we want to steer the beam, | the wavelength of
the sgnd and d the dement spacing.

This cregtes a virtud aray, defined by the line where dl the eements are in phase and the
sum of the sgnals maxima, whose face is directed at a certain angle from broadside of the

receive array, see Figure 7.

tramsdiicer elements

- d
i "'«..__‘

Figure 7. A virtual array created by phase delay added to each of the transducer

element.
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The steered beam pattern b(t,q ) can then be written:

N-1 )
Eq 34 b(t’q) = é Aheln(y -Dy s)

n=0

For a single frequency system, creating this phase shift is equivadent to adding a time delay

to each of the hydrophones:

dsnq,

Eq. 35 DyS:kx:prDtsngts, Dt, =
C

Inthisequation k is the wave number, x the added distance.
These time delays correspond to the geometric time delays at each hydrophone of a plane

wave coming from thedirection y ( [de Moustier, 1998].

» Fast Fourier Transform (FFT) method

Unlike the phase and time ddlay methods in which the angle is assumed and the time to
bottom detection is sought, this beam forming technique consgs of the determination of the
angle of arrival of the echoes, the time of arrival is assumed to be known. Thisis redized in a
few steps. The acoustic pressure created by an incident echo on the nth eement is expressed

by:

Eqg. 36 p(n) = Ael Wottkndsing+j o)
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Here, A is the amplitude of the wave, w,, the transmitting frequency, k the wave number, d
the distance between two dements, j , the phase integration congtant and q is the incident
angle.

Then we gather al these Sgnds arriving on each hydrophone at a certain time, to and we run

aDiscrete Fourier Transform on it:

2pmn
e e - S(KN/2) .
Eq.37 S(M)=J p(n),, e N =Ae iMoo e I(N-DK/2
.37 S(m = & P e
with K =kd.sng - 2mand mi [~ X.-2-1012,.,~4
N 12 2}

We know now the expression of the beam pattern at to. The power of this beam pattern

can then be written:

_ S(m)S (m) _|sn(KN/2)[
- A* | &n(K/2) |

Eqg. 38 P(m)
The power reaches a maximum when the angle q has the following vaue:
Eq. 39 q :s'n'l(@)

By the Fourier transform the power spectrum distribution of the Sgna is obtained. Thisis
equivaent to the angular distribution of energy a an ingant in time. Then we are adle to

determine and separate the different angles from which the waves in the Sgnd arrive. This is
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possible because a spatid frequency corresponds to a particular incidence of the arrivd wave

(see Figure 8).

Figure 8: FFT beamforming: the angle of incidence q is determined by the frequency of

the signal coming from the hydrophones.

A Fagt Fourier Transform is used rather than a smple Discrete Fourier Transform in order
to increase the processing speed. A FFT requires anumber of eements be equd to a power of
2. If itisnot the case a series of 0 are added to the existing array of eementsin order to reach
the nearest power of 2. The FFT is run a specific times that determine a series of arbitrary
frequencies, which are converted into angles (see Figure 9). An additiona interesting facet

about this form of processing, is the examination of the time versus angle response within the
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ping of the returned sgnd. This provides a backscatter amplitude sequence of the bottom

[Okino, 1986], [Follet, 1994].

WO
=

S
s

Angle ~ Frequency

Travel Time

Figure 9: Graph showing the matrix (time, angle-frequency and amplitude). The beam
angle is computed from running a FFT on the instantaneous spatial signal across

the array.

» A number of caveats need to be borne in mind with regard to beam steering

- A beam steered from broadside, has a beamwidth that grows in inverse proportion to the
cosine of the steering angle.
- The sound speed at the face of the transducer must be known to determine the phase/time

delays to apply to the different dements. An uncompensated change in the sound speed
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velocity will introduce errorsin the steered angle. The angular error for a given change in sound
speed Dc grows with steering angle. Thisis of particular concern for us as part of thisthess.

- The 3D receive beam pattern geometry changes with the steered angle, from a plane when
unsteered, it becomes more curved as the steering angle grows, ending with the geometry of a
cone. This effect applied to the tranamit beam pattern partidly distorts the outer parts of the
swath which degrades the uniformity of the coverage. However it maintains the congstency of
the swath when beam steering is used to compensate for the pitch affecting the vessdl (see

§2.3.5.2 for more details).

2.3.4. Bottom detection

We have formed a narrow beam (except when using the FFT approach), we have steered it
in a specific direction, and we now have to detect the ingtant at which the beam hits the bottom
within the returned Sgnd. Thisis redlized in two Steps. extraction of the main lobe contribution
from the returned echo and then determination from within the main lobe contribution of the

time when the beam boresite has reached the seafloor.
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2.3.4.1. Extraction of the bottom detect window

From the whole returned time series we must remove the background noise level and the
angular response effect to obtain the bottom detect window. As the steered angle increases,

the contribution of the main lobe is more and more e ongated with decreasing amplitude.

2.3.4.2. Determination of the time of bore dte srike

Two methods are used to edtimate the ingtant & which the beam hits the bottom; the
amplitude detect method and the phase detect method.

The fird is used for the beams with high grazing angles. These beams creste narrow
footprints on the bottom and send back sharp echoes. The seabed backscatter response can
adequatedly be assumed invariant across the width of the footprint.

This assumption is no longer vdid for beams with low grazing angles. The main lobe
response becomes longer and the spatid variation in the backscatter response thus has an

important impact on the bottom detection amplitude technique.

2.3.4.3. Amplitude detect methods

There are three ways of performing amplitude detection:

» the peak extraction method; looks for the time of maximum intengty within the time series.
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» the center of mass method; goes through the intengity time series and stops when haf the
energy within the main lobe response is dready reached.
» the matched filters method; tries to match a modd of the likely shape of the bottom echo

time series with the redl bottom return.

2.3.4.4. Phase detect methods

Amplitude detection methods tend to be less effective as the beam angle with the vertical
increases (a flat seabed is assumed here). Another detection method is applied for the outer
beams. This technique separates the steered array into two subsections. This is achieved by
sdecting two sets of dements congtituting sub-arrays, whose acoustic axes are separated by
the distance of severd waveengths. Each of these two sub-arrays generates an equivaent
beam pattern. By finding the zero phase crossing of the complex cross product of the outputs
of the two sub-arrays we determine the time of the maximum response axis of the beam. This
occurs where the outputs of the two sub-arrays of the steered beam arein phase.

The bottom detection estimation tends to produce uncorrelated errors. They are, therefore,
distinct from the kind of systemétic errors that this thes's examines. The exceptions are nadir

deeps and errors a the phase to amplitude trangtion (discussed in section 7.9.4) [Hughes

Clarke, 1996h].



2.3.5. Position and Orientation Integration

A very criticd issue in echosounding is the accuracy of the postion associated with the
depth messured. The transducer is mounted on the hull of the ship, so one hasto determine the
position of the ship and make the proper corrections to get the position of the transducer. This
position is condtituted in horizontal and vertical measurements.

The dtitude of the vessd is dso required to ensure good qudity measurements. The
transducer follows the rotation of the ship around the three axes (pitch, roll and yaw). Different
techniques are used to keep the ensonification zone stable over time, in order to have a full

coverage of the bottom.

2.3.5.1. Pogtion

» Horizonta: The horizontal postion is composed of two coordinates (longitude and
latitude) within a reference system (WGSB4). The Globa Postioning System in C/A-code
(GPS), when operated in isolation (no differentid) was providing a position with an uncertainty
of approximately 100 metres before May 1, 2000. Since this date, the uncertainty has been
reduced to 89 metres. A more accurate position can be obtained when GPS receivers are
used in a differentid mode. A recelver is set up a a known fixed location and sends the

corrections computed at this known location to the roving receiver on the ship. The system
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provides positions at approximately one metre accurecy level usudly at a frequency of 1 Hz
[WEells, 19984].
Positional errors due to refraction (the across-track distance) are generdly smdl compared

to the scale of targets and ignored.

» Veticd: Veticd pogtioning accuracy requirements are more dringent than for the
horizontal case. The International Hydrographic Organisation (IHO) requires 30 cm accuracy
in less than 30 m of water and 1% of the depth in deeper areas [IHO, 1987]. All sources of
vertica motion have to be monitored in order to fulfill the requirements.

These sources have a variety of frequencies and origins.

There are long period water level variaions (minutes to months) such as river and lake
levels (precipitation, snowmet, dam flooding, seiches), coagta waters weeather effects (wind
pileup, inverse barometer) and tidal cycles (semidiurnd to diurnd, up to 10 metres amplitude).

There are short period water levd variations (severd seconds) such as swell-induced heave
(amplitude of afew metres, periods of 5-10 seconds).

There are verticad water leve variaions induced by the motion of the vessd; by the speed
(sguat, lift of the vessdl), by the attitude (roll and pitch), by manoeuvres (turns) and by the
variation of the ship'sload (fud depletion).

These different sources of verticd varigtions of the weter level have to be measured.

Different sensors are used. Some variations can be predicted, others cannot. Tides are usualy
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monitored on shore close to the survey area. Heave is measured for each ping of the
transducer.

If these verticd positioning issues are imperfectly compensated for they tend to produce
two types of anomdies. datic shifts and al beams oscillating together. These two anomadies

look very different from the refraction artifacts [Wells, 1998b].

2.3.5.2. Orientation

In order to maintain the dignment of the swath with the survey azimuth and the locdl leve, a
red time integration must be implemented, by either mechanically rotating the transducer array
with respect to the vessel or by dectronicaly steering the receive beam (see 82.3.3.3). The

|atter technique is considered here.

* Rdll: The effect of roll on an uncompensated system causes the swath to move from side
to sSde. In order to prevent this, one can steer the recelved beams onto a fixed bearing with
respect to the locd verticad. This maintains a straight swath alowing the hydrographer to get

100% coverage of the bottom (see Figure 10).

* Pitchr The pitch effect on an uncompensated system causes the swath to swing forward

and back from the verticd. To keep the swath verticd, the transmit array must be steered with

the opposing angle. The drawback of this technique is that the beam pattern is no longer a
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plane, it becomes a cone and thus creates an unequaly spaced coverage. The outer beams are
overcompensated and the inner beams are unchanged. To reduce this effect for sonars with a
wide swath, one seers the beams, which under-compensates the inner beams and over-
compensates the outer beams. The totd divergence from the verticd is less with beam steering

than without (see Figure 10).

» Yaw: The yaw effect on an uncompensated system causes the sweth to rotate about the
vertica. To compensate for this effect, port and starboard sides of the swath need to be
seered separately in oppodte directions. Unfortunately, this is impossble for a single
transducer or a least can only be done one Side a atime. The latest generation of multibeam
sonars is delivered with multisector yaw/roll/pitch stabilisation. This technique congds in the
tranamisson of a few swahs a different pitch angles. Only parts of the different swaths
generated are used in order to recreste one full swath. The swaths are steered at different
angles s0 the different parts are agpproximately digned in the athwartship verticd plane (see

Figure 10).
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Roll Pitch Yaw

Figure 10: Beamsteering compensation of the attitude of the vessel. A1, B1 and C1 show
the effect of the different rotations on the swath. A2, B2 and C2 show how this
effect is corrected: A2 and B2 by beam steering and C2 by multisector

stabilisation.

2.4. CONCLUSION

We have concentrated on the refraction phenomena on the one hand and on the other how
depth measurements are redlized by multibeam. We will now proceed to examine the impact of

refraction on these measurements.
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CHAPTER 3- REFRACTION IN MULTIBEAM ECHOSOUNDING

3.1. GENERAL

Aswe saw in Chapter 2, the sound speed is not congtant within the water column. It is
influenced by three characterigtics of the medium (temperature, sdinity and pressure). These
characterigtics are themsdves highly variable. Huctuations in these characterigtics are difficult to
monitor in both space and time and degrade the qudity of the multibeam soundings. For asmall
area, a reasonable assumption would be that sound speed varies only verticaly with depth.
This assumption is made because the sound speed varies much fagter verticaly than
horizontally. As seen in Figure 11, refraction affects the depth measurements at two places. (a)
at the transducer face during the beam forming and beam steering operations and (b) during the
progression of the sound wave through the water column. Both these effects interest us

because they are a the source of the errors that we intend to correct in this thesis.
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Figure 11: This sketch shows the propagation of the sound ray through the water
column. If the sound speed is not perfectly monitored, it induces beam angle
errors at the face of the transducer and with each sound speed error in the water

column, deviates the ray from the correct path.

3.2. EFFECT THROUGH THE WATER COLUMN

The ray created by the sonar head has its path direction modified every time the sound
speed varies with the depth. The ray path, when computed at the transducer face, should

idedly be draight. With the wrong surface sound speed, the ray path will be curved. A
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conseguence of the assumption that locally the sound speed varies only verticaly with depth, is
that the deformed swath stays in the plane of emisson. The deformation is done within this
plane. The trgjectory is concave for a positive sound speed gradient and convex for a negative

gradient, as shown See Figure 12.

=i
-
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-

Figure 12: Effect of a step and a gradient SSP on the path of a single beam.
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The propagation distance covered is different to the distance that would have been traveled
with the initid SSP. There is then a bias in the bottom detection computetion. A sweth is
composed of afan of beams created at different angles from the vertical. The refraction artifact

1- grows non-linearly with the angle from the verticd (Snel’slaw),

2- issymmetric with respect to the vertical and

3- iscurved upward or downward (see the “smile’ and the “frown” in the Figure 13),

The eror is very smal a nadir because there is no error in beam angles but only range

errors due to the variations of speed (see 82.2.3.1), see Figure 13.

transducer

nadir vertical error

Figure 13: 100 m. deep synthetic flat seafloor deformed by a step sound speed profile.
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3.3. EFFECT DURING THE BEA MFORMING

The variation of the sound speed at the face of the transducer has an effect on the steering
direction of the beam formed. A sonar array is composed by a series of transducer eements
usudly equaly spaced. The acoustic frequency of the transducer and the length of the array in
wavelengths determine the beam width of the narrow beams created. As we have seen above,
when ore dsteers a beam, the phase dday between two eements is a function of the

wavelength:

_ Zpdsng;

s
I

Eq. 40

In this equation, d is the dement spacing, | the wavelength and gs the steering angle. The

wavelength itsalf depends of the sound speed.

Eq. 41 | :%

A variation of sound speed therefore produces a variation of the steered angle. Snell’s law

computes this angle asfollows:

Eq. 42 g, = Arcs'n(cisinqo)
0



Here qo isthe intended angle of the beam with respect to norma &t the transducer, q, isthe

actud angle, ¢, the assumed sound speed and ¢, the actua sound speed.

The sonars are cdlibrated with a specific sound speed (usualy 1500 mv/s the average sound
speed throughout the ocean). In the ocean the sound speed close to the surface varies, thus the
waveength | varies. The beamwidth (see 82.3.2.3) and, more importantly, the direction of the
narrow beam depend on the sound speed at the face of the transducer.

A change in the sound speed & the water surface with respect to the one assumed at the
face of the transducer will cause the beams to deviate from the direction in which the sonar is
supposed to steer (with the single exception of the broadside beam). The magnitude of the

angle error g;-0o depends on the beam pointing angle qo (see Figure 14).
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Figure 14: Variation of the magnitude of the angle error with respect to the beam-

pointing angle for different sound speed differences.
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Figure 14 depicts the way in which angular errors are dependent on the particular array
geometry.

We will now proceed to examine the different ways in which refraction affects the swath
during beamforming as a function of the actud sonar system. A representative selection of

swath systemsis considered.

3.4. EXAMPLES OF ARRAY FACE REFRACTION EFFECT DURING BEAMFORMING

3.4.1. Introduction

The objective of this section is to describe the refraction artifact generated by a surface
sound speed discontinuity. Numerical modds have been developed for a variety of system
configurations. a curved array, a flat array, a roll-sabilised flat array, a dud flat array and a
dud roll-gabilised flat array. Each individua system will be consdered when it Bin aleved
position, then in afixed tilted postion (15°) and findly in alinearly varying tilted postion (from
—15° to 15°). Therefraction tool developed is applied to data that was acquired using a curved

array sonar system.
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3.4.2. Curved Array Sonar

Examples of such a system configuration are the Simrad EM 100/950/2000/2002 and the

Reson Seabat series 8100 and 9000

3.4.2.1. Mode of operation

A line of transducers combined without any phasing generates a beam orthogond to itsdlf.
A swath system creates a fan of beams arranged at discrete angles from the vertical. Beam
geering with a line array accomplishes this. Another way to generate such afan isto use a
circular configuration of € ements and transducers, each beam being emitted orthogondly to the
tangent of the curved array with no beamsteering required.

Each beam uses a portion of the dements that conditutes the whole array. A weighting
function is used to shade the influence of each eement, to create a beam pattern with
controlled sidelobes.

At the extremities of the circular arc, beamforming is no longer possible because no more
elements are available on one side to complete the desired beam. The last set of dements is
used again to generate the last beams, these beams are steered ectronicaly to their correct
angles.

The example of the Simrad EM 1000 system is used in the following sections, see Figure 15.
This sonar creates 60 beams in a 150° sector. Two beamforming methods are available;

equidigtant, the same distance between the beams on a flat seafloor or equiangular, the beams

a7



are generated at equally spaced angles. While the array is level, beam steering is performed in
the sectors: [-75°; -60°] and [60°; 75°]. When the array is tilted by the rall of the vessd the

beamsteering sectors follow the rotation.

60° | 60°
%, [y
Steered Beam ”
&
Q Weighting Function "
\~ "
X o,
- - No Steering

e py gy g 8

Figure 15: Beamforming in a curved array transducer configuration. Steering is

performed only beyond a certain angle.

3.4.2.2. Refraction with a curved transducer

The surface discontinuity of the sound speed at the face of the transducer introduces errors
only in the angle for the beams that are steered. In the case of a curved array, the beams

belonging to the sectors beyond +/-60° are those affected as in the case of a Smrad
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EM950/1000. If we consider a flat seafloor and then introduce a discontinuity in the sound
speed at the surface of the transducer, the flat seefloor is distorted as is shown in Figure 16.
The origindly flat seafloor now appears to be composed of three longitudind segments. 1- the
main segment centered at nadir which stays flat, 2- two secondary segments on both sides of
the swath which make a certain angle with the main segmertt.

This angle may be postive or negative depending on the sign of the discontinuity.

depth (m)
depth {m)

T ; T

across track distance (m) acmss track distance (m)

Figure 16: Impact of a surface sound speed discontinuity on the shape of the swath of a
horizontal curved array. Note that the errors induced appear only beyond the
angle after which beam steering is performed. Equiangular beam spacing on the

left and equidistant beam spacing on the right.
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3.4.2.3. Refraction with apostiveroll angle

Let us consder now the case of the same curved array but with an angle of 15° from the
horizontal. The different angular sectors on the transducer rall identicaly. The sonar is roll-
stabilised, therefore the swath does not move with respect to the vertical. There isaroll vaue
threshold of 15°, after which only two segments gppear. The main segment is shifted on one

dde, increasing one of the secondary segments and reducing or removing the other one, refer

Figure 17.
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Figure 17: Impact of a surface sound speed discontinuity on the shape of the swath of a

tilted (15° roll) curved array. Note that the errors induced appear only on one

side of the swath.
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3.4.2.4. Viaudization of the refraction with avarying rall angle

To visudize the nature of the refraction artifact with the additional variable of a roll angle,
we apply the numericd modd developed to a survey line, whose characteristics are
congtrained to:

1- adraight survey line,

2- an absolutdly flat seefloor,

3- asound speed profile presenting a discontinuity at the sea surface and

4- avess attitude composed drictly by aroll going from +15° to -15°.

Figure 18 shows the results of gpplying the numericd mode to this line. As seen in the
previous section, with an angle of +15° the swath conssts of two segments, one main flat
segment and another secondary disposed at a certain angle from the main segment. As the roll
is varying, the main segment is moving across nadir reducing this secondary segment and
increasing another secondary segment on the other sde of the swath. At the end, with a roll

angleof -15° we are in the symmetrical opposite configuration.
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Figure 18: Shape of thirty successive swaths when the curved array isrolling from + 15°
to -15°. Note that the errors induced are moving proportionally with the roll
angle. On theright a 3D plot of the shape of a flat seafloor deformed by such an

artifact.

The atifact due to a surface sound speed discontinuity on a curved array transducer
gppears then as a dynamic bending of the swath only over a certain fixed outer sector moving
back and forth with the roll of the vessd.

An important point to mention is that in the case of curved arays the time varying
component of the surface refraction artifact is averaged out. By averaging the data over along-
enough period of time (thisis redlized in the dgorithms of the processing tool developed), one

reduces the surface sound speed artifact to the artifact using zero roll.
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3.4.3. Flat Array Sonar (without roll stabilisation)

An example of such a system configuration is the Simrad EM 3000S.

3.4.3.1. Mode of operation

This sonar is composed of two straight lines of transducers, orthogona to each other, in the
shape of a Mills cross. This sonar performs a Fast Fourier beamforming method [Follet,
1994]. This method conssts of the application of a Fourier transform on the instantaneous
sgnd across dl the dements of the receive array, in the search for the characterigtic spatia
frequency which corresponds to a specific angle. The reation between the angle and the beam

number is given by [Okino, 1986] (see §2.3.3.3):

Eq. 43 — gn1(2PM
q q (N.k.d)

where m is the dement bin number, N the tota number of dements, k the wave number

(k = ﬂ) and d the distance between adjacent elements. The FFT beam former creates a
c

beam spacing that increases as we move towards the outermost beams. In Figure 19, the beam
spacing produced by a FFT method is compared to an equiangular beam spacing. The

resolution of the outermost beams is poor for an FFT beamformer.
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Figure 19: Beam spacing of an FFT beamformer (top graph) compared to equiangular

beam spacing (bottom graph).

The Smrad EM3000S (single transducer) system is used in the examples in the
following sections, see Figure 20. This sonar creates 127 beams in a 130° sector. A Fast
Fourier Trandform performs beam seering for adl beams smultaneoudy. It operaes a a
frequency of 300 kHz in shallow water (0-100 m). The choice of a FFT beamforming has
been made because of the high processing speed needed to cope with the high frequency of
the sonar, due to the fact that the EM3000S is a shdlow water system. There is no rall

compensation because beamsteering would dow down the beamformer.

PeeeeseeemETEeeeee e
All beams steered -\_("’
except nadir .
Mills Cross.:

two transducer arays

Figure 20: Beamforming in a line array transducer configuration. Beam steering is

performed all over the transducer except at nadir.



3.4.3.2. Refraction with alevd transducer

As the beam gsteering uses the whole length of the line array, dl the beam pointing angles

(excluding the array normd) are affected by a discontinuity in the surface sound speed. This

implies an error over the whole swath; see Figure 21.

depth ()

across frack distance (m)

Figure 21: Impact of a surface sound speed discontinuity on the shape of the swath of a

level line array. Note that the errors induced appear all over the swath except at

nadir.

If there is an uncorrected sound speed gradient at the transducer face, the error increases

with the grazing angle. It gppears as a parabola directed downward or upward depending on

the sign of the discontinuity.
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3.4.3.3. Refraction with a postiveroll angle

The EM3000S does not perform roll-stabilisation, therefore when the ship rolls the swath of
this sonar moves to the side. The swath follows the roll of the vessdl. The errors seenin the last
section move as well; they stay with the same angular error amplitude for a given array-relative
steering angle. However, they are no longer symmetrical (see Figure 22).

depth (m)

across frack distance (m)

Figure 22: Impact of a surface sound speed discontinuity on the shape of the swath of a

tilted (15°-roll) non roll-stabilised line array

3.4.3.4. Viaudization of the refraction with avarying rall angle

We repeat the same experiment (see 83.4.2.4 for more details) with a variable rall. The
sonar does not make any roll adjustment of the swath. If the roll varies from +15° to -15° the

coverage of the seafloor will move across the straight navigation as shown in Figure 23 .
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Figure 23: Shape of thirty successive swaths when the line array is rolling from +15° to
-15°. In the right sketch the outermost beams have been trimmed out. On the

right a 3D plot of the shape of a flat seafloor deformed by such an artifact.

3.4.4. Motion Sabilised Flat Array Sonar

An example of such a system configuration is the Simrad EM300.
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3.4.4.1. Mode of operation

The Smrad EM300 sonar isaMill’s cross array, asis the EM3000S system. However this
sonar is roll stabilised. This means that the swath coverage is a Sraight strip independent of the
roll that affects the vessd.

The Simrad EM 300 sonar system crestes 135 beams in a 150° sector. Two beamforming
methods are available: equidistant (same distance between the beams on a flat seafloor) or
equiangular (beams generated a equally spaced angles). Receive beam steering is performed

using the whole array. More information about the sonar can be found in [Hammerstad, 1998].

3.4.4.2. Refraction with alevd transducer

The same circumstances apply here as with the EM3000S system (see 83.4.3.2). This
sonar performs beam geering for al beams, the error due to a surface sound speed

discontinuity gppears dong the entire swath, and the error varies in amplitude with the grazing

angle (see Figure 24).
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Figure 24: Impact of a surface sound speed discontinuity on the shape of the swath of a
level line array. Note that the errors induced appear all over the swath except at

nadir. The beam spacing is equiangular on the left figure and equidistant on the

right figure.

3.4.4.3. Refraction with apostiveroll angle

The peculiarity of this sonar is that it stabilises the swath with respect to the roll. To achieve
this, the sonar adds the roll angle to the usud seering angle. Thisimplies alarger seering angle
on the sde rolled down (where the two angles have the same sgns), and a smdler seering
angle on the sde rolled up (where the two angles have opposte sgns). The eror is

proportiond to the steering angle. The error is much larger on one side of the swath than on the

other (see Figure 25).

59



depth (m)
T

across track distance (m)

1000.0 (.0 A0 O
across track distance (m)

Figure 25: Impact of a surface sound speed discontinuity on the shape of the swath of a

tilted (15°-rall) roll-stabilised line array. The beam spacing is equiangular on the

left figure and equidistant on the right figure.

3.4.4.4. Viaudization of the refraction with avarying roll angle

A similar swath shape to the previous instances described in §3.4.2.4 and §3.4.3.4 occurs

here, as shown Figure 26. This time the swath says pardld to the track of the vessd. The

refraction artifact increases and decreases on each sde of the swath astheroll varies.
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Figure 26: Shape of thirty successive swaths when the line array is rolling from +15° to
-15°. On the right a 3D plot of the shape of a flat seafloor deformed by such an

artifact.

3.4.5. Dual Transducer Sonar

An example of such a system configuration is the Simrad EM3000D.

3.4.5.1. Mode of operation

The example of the Smrad EM3000D (dud transducer) system is used in the following
sections, see Fgure 27. Each Mills cross crestes 127 beams in a 130° sector. The two

systems are tilted by 45° and mounted on each sde of the hull. This configuration dlows a
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larger coverage. A better spatia resolution in the inner part of the sweth is insured by the
overlapping coverage between the two transducers. Beam steering is performed smultaneoudy
for al beams for each array by a Fast Fourier Transform method. In the numerica method

used, we just look at the beamsin the sector [-75°, +75°] from vertica.

\15. 0 45"
9#’/ ~‘"
21

Figure 27: Transducer configuration with a dual line array. The two Mills crosses make

an angle of 90° with respect to each other.

3.4.5.2. Refraction with alevd dud transducer

The refraction eror in this Stuation is a combinaion of the errors of one line array
transducer tilted by +45° and another one tilted by -45°. The result of this combination is
depicted in the Figure 28. The whole system is symmetric, as are the errors. The errors are null
at the location of the two broadside beams. The errors increase towards the nadir area until we

reach the outer beams of the transducer pointing in the other direction where they decrease
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suddenly. The error starts to increase as we go towards the last beams of the transducer

pointing in this direction.

depth {m)
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Figure 28: Impact of a surface sound speed discontinuity on the shape of the swath of a

horizontal dual line array. Note that the errors induced appear all over the

swath.

3.4.5.3. Refraction with apostiveroll angle
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Figure 29: Impact of a surface sound speed discontinuity on the shape of the swath of a

tilted (15°-roll) non roll-corrected dual line array transducer.

The EM3000D dua system does not have any roll compensation. The shape of refraction
errors appears as the superposition of two unequaly tilted line array transducers, one by 45 +

15 = 60°, the other by -45 + 15 = 30°, see Figure 29.

3.4.5.4. Viaudization of the refraction with avarying rall angle
The shape of thirty successve beams with aroll going from +15° to -15°, can be seenin
Figure 30. A narrow dripe of high amplitude errors appears in the middle section of the

coverage.




Figure 30: Shape of thirty successive swaths when the line array isrolling from +15° to
-15°. On the left sketch the outer beams have been trimmed out. On the right a

3D plot of the shape of a flat seafloor deformed by such an artifact.

3.4.6. Roll Stabilised Dual Transducer Sonar
Examples of such a system configuration are the Smrad EM 12D, the EL AC BottomChart,

the ATLAS Fansweep and the Hydrosweep MD.

3.4.6.1. Mode of operation

The configuration of these sonar systems is the same as the EM 3000 (see 83.4.5), that of a
dud Mill’s cross array. However, these systems are roll stabilised. There is dso no redundant
overlap due to the time/phase delay beamforming method. This permits a control of the beam
angles created. Equiangular and equidistant beam spacing are available on these systems. As
an example, we have chosen the Smrad EM12D (dua transducer) system, which is a deep

water system. The degp-water operation of this system makes the roll stabilisation essentid.
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3.4.6.2. Refraction with alevel dud transducer

The refraction with a level dua transducer mirrors the EM3000S case (see 8.4.5.2).
There is however, no overlap and the system has the option of both equidistant and equiangular

beam spacing.

3.4.6.3. Refraction with apogtive roll angle

When a podtive roll of 15° affects the ship, the roll stabilisation maintains the coverage
unchanged. In order to adjust the beams, the two transducers steer more of the beams towards
the opposite side to that which the ship is rolling (I€ft in this case). The beams on the right of
both transducers then need smaler steering angles than in the level case (see §83.4.6.2.). The
effects can be seen in Figure 31. The transducer on the right is dready tilted by 45°, additiona
roll affects its left beams much more than in the level case. It does not have such a bad effect

on the transducer on the l€eft (tilted by -45°), it is now tilted by only 30°.

depth (m)

across track distance (m)
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Figure 31: Impact of a surface sound speed discontinuity on the shape of the swath of a
tilted (15°-roll) roll-stabilised dual line array transducer (equiangular beam

spacing case).

3.4.6.4. Visudization of the refraction with avarying rall angle

Figure 32 shows how refraction artifacts change with varying roll. A congtant coverage is
maintained; the errors in the inner extremities of the two-transducer swath are strongly

dependent on the roll. The errors have less amplitude on the outer extremities of the whole
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Figure 32: Shape of thirty successive swaths when the line arrays roll from +15° to -

15°. The systemis roll-stabilised, notice the straight track.

3.5. CONCLUSION

In the proceeding chapter, we have endeavoured to provide an idea of the spectrum and
nature of the refraction artifacts that occur due to inadequate monitoring of the sound speed at
the face of the transducer and in the water column.

Specid attention has been given to the impact of errorsin the surface sound speed on aflat
sedfloor for different sonars and under different roll conditions. These erors are often not
evident in arough and rgpidly varying topography. With aknowledge of

(@ the echosounder configuration used,

(b) the temporal and spatid variation of the surface sound speed at the face of the

transducer, and

(c) thetime series of theroll during the survey,
one is able to modd the surface sound speed artifact and to subtract it from the origina
soundings. An important fact, that needs to be reinforced, is that these artifacts are distinct

from the ray-trace atifacts, in that they are motion-correlated. These motion-correlated
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artifacts described in this chapter are not used in the find implementation of the refraction tool
developed in thisthesis,
The next chapter is devoted to the remova of sound speed refraction artifacts from

data acquired using a multibeam echosounde.
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CHAPTER 4 REMOVAL OF THE SOUND SPEED REFRACTION ARTIFACT

4.1. INTRODUCTION

This chapter is divided into two digtinct parts.

The firgt part is devoted to the methods used to compensate for a known water mass. The
acquisition of the sound speed is discussed. Then, we describe the reduction of the soundings
with the sound speed in red-time and in a post- processing context. Findly, we explain how the
gpplication of the sound speed is redized, both at the transducer face and in the water column.

The second part describes the methods used to compensate for an unknown water mass. A
brief review is provided of exigting methods for removal of refraction artifacts that remain in the
data after the sound speed reduction is achieved. These tools use different techniques to
produce corrections to add to the sound speed profile acquired during the survey. The purpose
of this review is to provide an awareness of the characterigtics of the existing methods before

introducing a new refraction processing tool using a different approach (Chapter 5).
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4.2. ACQUISITION OF THE DATA WITH A VELOCIMETER

The acquisition of a sound speed profile is accomplished by means of a velocimeter. Such a
device is composed of two e ectro-acoustic transducers spaced a short known distance apart
and areflector; dl three define a sound peth of fixed length in the water. A pulse is tranamitted
by one of the transducers, reflected and received by the other transducer. The delay between
transmission and reception is then caculated. The sound speed is determined by dividing the
known distance by the time measured.

Ancther, more frequently used method, for obtaining the sound speed is to collect the
conductivity, temperature and pressure to compute the actud sound speed. This method
provides a better understanding of the medium than an isolated sound speed reading. During a
cadt, values are logged ether a afixed timeinterva (1 per second) or afixed depth interva (1
per metre). A series of sound speed measurements versus depth is recorded as the device
descends towards the bottom. This data is sent to a processing unit, which both stores the
observations and applies them to the time/angle data acquired afterwards [Tolstoy, 1966],

[Albers, 1972], [Mackenzie, 1971].
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4.3. REDUCTION OF THE SOUNDINGS

Once the sound speed profile has been acquired, it is used to caculate the arriva depth and
radia distance and hence remove the refraction artifact, which degrades the quality of the

soundings.

4.3.1. At the transducer array face

Precise monitoring of the sound speed at the face of the transducer is necessary to ensure
that the direction of the steered beam is correctly computed. Refraction artifacts generated by

an imperfect monitoring have been described in Chapter 3.

4.3.2. \Within the water column

4.3.2.1. Methodology

Asseenin §3.2, the variation of sound speed with depth deflects the sound wave on its way
towards the bottom. The methods used nowadays to compensate for this are:

1- to gpply a SSP to each time/angle combination or
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2- to use Look-Up Tables as acomputationaly more efficient approximetion.

Certain assumptions are made; we assume that:

» the sound speed profile that we have is representative of the water column which is being
surveyed (i.e. invariant with time and space within the area and the duration of the survey),

» the structure of the ocean is absolutdy dratified, with no horizonta variation of any kind.
We congider only vertica variaions in the sound speed,

« the ray-trace can be performed using the transducer mean depth and the heave deviations

at transmit and receive are gpplied afterwards.

The profile is composed of a number of layers, for which the sound speed is supposed
congtant or linearly varying. Sndl’s law is applied between each constant sound speed layer or

in a continuous way in the gradient layers.

A Look-Up Table (LUT) is a large floating-point number table whose axis are the beam
orientation with respect to the loca level and the trangt time. There are two valuesin the LUT
precaculated for a discrete series of angles and times. From the two axis vaues of beam
orientation and trangit time, (which are the fundamenta outputs from the sonar) the depth and
across track vaues are cdculated using the appropriate sound speed profile. An inverse LUT,

with the depth and across track values on the axis, provides the beam orientation and travel

73



time. Asthe LUT isonly precaculated for discrete sepsin angle (e.g. 0.2°) and time (~10 ms)

a 2D interpolation is performed [Hughes Clarke, 19999 .

4.3.2.2. Use of SSPsin different dtuations

A few gituations can be encountered during a hydrographic survey:

» Use of an incorrect SSP:

One has reduced the soundings with an incorrect SSP and has obtained later the “correct”
SSP. In this casg, if the trangt time and angle have not been saved, two LUTSs need to be built:
one inverse (computed with the origind SSP) and one direct (computed with the new SSP).
The firgt one is used to get back to the beam orientation and trangt time from the dready
reduced depth and across track. Then the new direct LUT is applied to get the correct depth
and across track solutions. If the surface sound speed has changed, a new series of steered

angles must be computed as wdll, before applying the new LUT.

* Use of two SSPs before and after the survey:

Thisisthe most usud case in which one takes two SSPs, one before and one after the data

acquisition of the day. It can be done at the same location or in different places. There are
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three ways of utilisng these SSPs. 1- one can use atemporad linear interpolation of the water
column changes, 2- aspatid interpolation or 3- both tempord and spatid interpolations.

1- If atempord interpolation is made, one is assuming that the water column sructure is
varying linearly with time. The supposition is that no front of temperature or sdinity has been
crossed. One way of proceed to such an interpolation is to gpply the two refraction solutions
for dl the beams and to weight the depth/across track solution depending on the time of the
selected ping.

2- For agpatid linear interpolation, one proceeds in the same manner but with the weighting
of the pings according to the distance from the two SSPs locations. If more than two SSPs are
used, the ping weighting will be more complicated: dl the SSP gations must be taken into
account.

3- inthethird case, idedigtic, both tempora and spatia interpolations are applied.

There are, however, drawbacks to methods based on interpolation schemes. In redlity the
different characteristics do not vary linearly in time or space and are far from the linear
gpproximation. These methods do not give an accurate enough solution to refraction problem.
The artifacts in the resulting solution can be more or less gpparent, depending on the unknown
errorsinherent in the assumption. They are dso very computationaly demanding and the results

are sill wrong [Hughes Clarke, 19994].
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4.4. REDUCTION OF THE SOUNDINGSIN POST-PROCESSING

Thereisavariety of methods that can be applied to the datain post processng.

4.4.1. Relative Area Difference Method.

This method uses an gpproach different to the usud ray tracing computations; it uses the
relative area difference (es) between two SSPs (see Figure 33). This area difference is defined

asfollows

¢ sound speed
£ = =2
cl(t,z)\ —G(t2)
e
)
= AS
[
|
i |
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Figure 33: Definition of DS difference of two sound speed profiles [ Geng, 1998] .

Z

Eq. 44 DS = (¥IS = ga(t, 2) - ¢, (t, 2)]dz
b4)
__Dbs _Ds
Eq. 45 es 5 s
Ce(t, 2)dz
70

In these formulas, ¢; and ¢, are the two SSPs considered, z is the depth of the transducer
and z, is the depth at which the beam hits the sesfloor.

The method is based on the fact (shown in a different way in 86.3) that a family of sound
gpeed profiles having the same initial sound speed ¢, and the same area under their profiles
(es=0) leads aray to dmost the same depth and across track values.

If one knows the actua SSP and chooses a very smple SSP modd (e.g. a zero gradient
function), one can compute the relative area difference es between these two profiles.

One can establish two correcting functions Eq. 46 and Eq. 47) which link the postion
given by the actua SSP (the unknown depth z and across track x) to the position given by the
SSP model chosen € and x’). The values Z and x’ are easly computed by triangulation
methods. It can be shown that the functions f, and f, are dmost entirely dependant on the

relative area difference es and the beam angle a..
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Z- 2,

Eq. 46 e =f(e.,a)=

q z z( S ) z- ZO

Eq. 47 e, = fx(es,a):x'_x0
X- X

Therefore by computing the relative area difference es, between the actual SSP and a very
ample constant SSP, one is able to compute much faster and with a smilar accuracy to the ray

tracing method, the depth and across track estimates [Geng, 1998].

4.4.2. Equivalent Sound Speed Profile Method

i cl ih
Zh— * - -
sound speed ¢

actual profile

']
equivalent profile

*

zem gradient profile
zhy
T

Figure 34: Search for an equivalent linear sound speed profile.
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The equivadent sound speed profile method uses the same concept of relative area
difference that has previoudy been described. An actud SSP can be a very complex curve and
the am of this method is to find the equivaent linear SSP giving the same depth and across

track positions (see Figure 34).

Given a reference depth zy (eg. depth coming from a single beam laser in the verticd
direction in shdlow water) and given a zero gradient profile (see Figure 34) that provides a

depth estimate Z ,, the reference depth error is:

Zy- Zyy

Eq. 48 e, =
a z

z
b0

Knowing e,, the reative area difference es between the equivaent profile and the zero
gradient profile can be obtained by solving Eq. 46 for es. It can dso be expressed directly

from Figure 34 by smple geometry (using the definition of es, Eq. 44 and Eq. 45) asfollows:

- C
Eq. 49 e, =2 %

0

Eq. 49 can be solved for ¢,. We use the expression obtained to compute the gradient g of

the equivaent sound speed profile as follows:
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Eq. 50 Oeq = =—

Once one knows the gradient of the equivadent SSP it is Straightforward to compute the

depth and across track and these vaues are dmost the same as those from the actual SSP.

Having described the techniques of the application of the sound speed data to the
multibeam soundings, we now focus on the methods used when the sound speed informetion is

incorrect [Geng, 1998].

4.5. REFRACTION ARTIFACT REMOVAL METHODS

45.1. OMG Refraction Tool

A refraction-processing tool hes been devel oped by the Ocean Mapping Group in order to
minimize the refraction artifacts. This tool (described in Figure 35) dlows the user to see the

impact of a chosen one-layer SSP on the multibeam data. This moddl SSP is determined by
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four different variables (transducer depth, surface sound speed, depth of the discontinuity layer
and range of the discontinuity). This software alows the user to arbitrarily flatten the swath.

The user works adong every survey line in steps of 80 profiles at atime. When he consders
a set of profiles presents refraction artifacts, he sets up a series of four coefficients that brings
these 80 profiles in the horizontal. These four coefficients are written down in a coefficient file
with the corresponding ping number (referencing the location of the correction within the line).
Then, when the line is gridded, a SSP. correction is dynamicaly applied to each profile. This
SSP correction is an interpolation of the two closest sets of refraction coefficients to either Sde

of the profile, that were selected by the user.

7| Transducer Dhepth {m) l Raw Daia
* L o -
[ 1 |- 2 - 3| #5585, B mes) |

3 Siep Functon l Idepth (mi

3 Sound Spead Change (fv's)
Impact of the chosen coels ona flat swath
i Ledli]

Processed Datla

Figure 35: OMG Refraction tool main window.
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This method does not take into account any other information, it is based solely on the
shape of the 80 swaths consdered at each time aong the line. The shape of the swaths may
include natural second order dopes that sometimes cannot be digtinguished from refraction
atifacts. Itisthen a“guess’ that the individua user makes each time that he/she sets up a series
of coefficients. However, this method gives good results in very flat terrain where the refraction
artifact gppears clearly in the data. An experienced operator can pass through large amounts of
data looking for regions that are smooth and low backscatter. These types of seafloor are the

most appropriate for empirical estimation [Hughes Clarke, 19994].

4.5.2. BatCor method

The BatCor method is another tool for removing refraction artifacts in multibeam data that
has been developed by the Ocean Mapping Group. This method uses a satistical gpproach; it
determines corrections for each beam for a number of depth bins. It is composed in two parts;
the first computes the needed corrections and the second actudly applies them to the data. It

goes through a series of steps that are described below (see Figure 36):
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Mverage depth &
soiting in depth bins

Average profile of all
the profiles in each bin:
computation of the slope

Rotation of the bin
profile to the horizontal

Computations of comections
for each bean of the bin profile

Figure 36: Methodology used by the software package BatCor [Dijkstra, 1999].

1- Determination of the average depth for each profile of the data set in order to dlocate
the profile to its corresponding depth bin.

2- Determination of the dopes of the average profiles from dl the depth bins. These dopes
are computed as the averages of the dopes between nadir and a number of points on each side
of nedir.

3- Each profile is rotated in order to be horizonta. The natural dope of the seefloor is then
removed.

4- Computation for each beam (of the average profile in each depth bin) of the differences
between the average depth of the tilted profile and the tilted profile itsdf. Then dl these

corrections are trandated in order to have a null difference at nadir (taken as a reference
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amogt unaffected by refraction). Findly, the differences are averaged between the same beam
on both sides of nadir in order to make the correction of one profile symmetrica.

5- Application of these corrections to the dataset.

This method gives good results when the number of profiles in each bin is large and when
the refraction artifact is not varying within the stacking/averaging window. The average profile
isthen free of any natural morphology. An insufficient number of profiles introduces noise in the
data. It needs dso asmall depth interval between the different bins because the corrections are
not linear with depth. The corrections provided by this method induce a globa depth error
between the corrected and the original dataset. This trade-off and this depth error are the

limitations of this method [Dijkstra, 1999].

4.5.3. Method of the 45° beams

This method uses the beams emitted at +45° from the vertica to estimate the SSP errors.
The main term of the proportiona depth error dz versus beam angle q for errors dc, in the

mean sound speed ¢, is given by the equation below:

Eq. 51 % = (1- tan(q )Z)d—;



This equation is valid under the assumption that the surface sound speed is correctly known.
From it, we learn that the beam angles £45° do not present any refraction errors. The qudity
of these beams is independent of any errors induced by the imprecision of the SSP used. This
information can be used when survey lines cross each other. The tracks of the two beams a

+45° and the vertical beam can be compared, (see Figure 37).

4 +/- 45 deg beam track
|

41‘

=

Line A »vertical beam track
Line B
Figure 37: Schema of an intersection area showing the tracks of the +45° beam and the

nadir beam.

From Eq. 51 we can write a intersections 1 and 2, the following relations:

5
Eq. 52 Z,=2 Eq. 53 Z,, = 22§[+ %E
A2

B
Eq. 54 Zy = ﬂ? 9 Eq. 55 Zy, =2
Ce1 g
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Za1 is the measured depth of the track A at the point 1, z is the true depth at the point 1,
Ca1 IS the average sound speed in the water column of track A a point 1, dca; isthe error in
the average sound speed ca;. Joining the equations above together we obtain the SSP

corrections to be applied:

dc,, dcg,

Eq. 56

=7, Zs, Eq. 57

A2 Bl

:Zm'zm

The same equations written for nodes 3 and 4 give an additional value for each sound speed
correction. These values at nodes 1 and 3 and nodes 2 and 4 can be averaged. This method
provides corrections of the averaged SSP, which are easy to compute a each intersection of
two survey lines. However this method has the serious drawback of being based on the

assumption that the surface sound speed is correctly known [Capell, 1999].

4.6. CONCLUSION

All these methods have their specific drawbacks. With an insufficient knowledge of the
water mass, the operator is faced with two choices. 1- to apply one of these approximations or
2- to reduce the swath width used. The next chapter presents a new method for remova of

refraction artifacts.
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CHAPTER 5- GENERAL OVERVIEW OF REF_CLEAN

5.1. CASE OF THE SAGUENAY FJORD

Information about the project on the Saguenay can be found in the following references.
[Coté et al., 1999], [Kammerer et al., 1998], [Locat et al., 1999], [Locat et al., 1998].

The need for improved removd of refraction artifacts came up during the processing of two
successive surveys (1993 and 1997) in the Saguenay River, (PQ, Canada). Between the two
surveys, a catastrophic flood occurred and a huge quantity of material was eroded and brought
into the fjord by severd rivers in the area. The two data sets were processed and two Digital
Terrain Modds (DTMs) were created. In order to achieve a good description of the location
and the amount of the deposits, the dfference between these two DTMs has been cdculated.
This new DTM shows two main phenomena: 1- the real changes between the two years and
2- the artifacts from both surveys. Among dl the different artifacts revealed the refraction was
a dominant one. The artifact was pronounced due to the large time intervals between each
sampling of the water column. Even after the application of the methods described in Chapter
4, farrly strong artifacts remain (see Figure 38). A new approach to the data processing was

needed.
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Figure 38: Difference of the two DTMs. The stripes parallel to the ship tracks are

artifacts, results of the application of an incorrect SSP. Right: refraction not

processed; left: refraction processed, the artifacts are reduced but are still too

high. [Kammerer et al., 1998].

The new method described in this thesis provides better control over the refraction artifact
in multibeam soundings. It is still an gpproximation, as the true water column remains unknown.
It is based either on the adjustment of the SSPs dready applied to the data, or dternatively, to

the crestion of anew SSP. An overview of the method is presented in the next section.
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5.2. OVERVIEW OF THE METHOD

5.2.1. General

The characteridtics of a water mass vary greetly in time and space; this makes it necessary
for us to etimate local corrections within the survey area. As seen in the last chapters,
refraction affects primarily the outer beams of the swath. The central beams (beams around
nadir) are much less degraded. They can potentialy be used as a reference for the true depth.
The method described in this thesis uses the nadir part of every survey line to condrain the
computation of SSP corrections. Survey lines can be compared to each other in two different
ways. when three lines are pardld to each other (and overlap) and when two lines cross each
other.

In the pardld case, an appropriate SSP correction would effectively merge the outer
extremities of the middle line swath with the outer parts of the sweths of the neighbouring lines.
The nadir depths of these lines on both sides can be used as an indication of the direction that
the outer parts of the swaths should take after gpplication of the SSP correction.

In the crossing case, the nadir part of the crossing line can be used as a reference. An
gppropriate SSP correction deforms the swath of the line crossed in such away that it fits with

the nadir of the crossing line.
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5.2.2. First approach: adjustment of the existing SSP

The first approach consists in computing SSP corrections to be added to the actuad SSPs
measured during the survey and aready applied on the data. The depth and position data,
provided by the sonar processing-unit, are used. Corrections are generated by using the nadir

depths as reference and are then gpplied on this data.

5.2.3. Second approach: reconstitution of a new SSP

In the second gpproach, things are consdered in a different way. Ingtead of using the
soundings on which a SSP has aready been gpplied, the two way trangt time and the beam
angle are used to compute the synthetic SSP that best removes refraction artifacts. No prior
ray tracing has been done on this data. A flat neutrd SSP (with a sound speed of 1500nVs) is
applied to the range and angle data. The heave of the vessel needs to be added to the depth
obtained with the water column of 1500 m/s. This data is processed the same way as in the

first approach.

5.2.4. Overview
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The proposed method is summarized in the flowchart of the Figure 39. The first gpproach

(upper path in the flowchart) produces a SSP correction to be added and the second (lower

path) produces a full SSP solution. This second gpproach is computationdly heavier.

However, it can provide some useful information about the equivaent water masses. The key

part of the method is the SSP optimisation agorithm.

SVP
correction
SVP
Sonar output: ey .
transit time REF_CLEAN
beam angle o -
C depth/across-track
- .. corrupted by new
e refraction SVP
' Flat SVP s
1500m/s | Nt e
REF CLEAN

d
Y

k4

depth/across-track
free of refraction
artifact

Figure 39: Flowchart showing the two processing methods proposed. The first approach

Is described with the plain arrows and the second approach with the dashed

arrows.
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Before the detalled description of the methodology proposed (Chapter 7) and its
gpplication to an actud dataset (Chapter 8), afew preiminary studies have to be consdered in
order to judtify assumptions and choices used in the methodology. This is the matter of the

following chapter.
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CHAPTER 6 - PRELIMINARY STUDIES

In this chapter, a series of studies are presented in order to justify assumptions and choices
taken in method described and applied in the last chapters.

First, we look for the shape of a sound speed correction that will be added to the actua
survey SSP, or that will replace the survey SSP. As seen earlier (see 82.2.1) the structure of a
sound speed profileis usualy very complex and changing in coastal water masses.

One dable feature common to dl of these profiles is the presence of a highly varigble
seasond  thermocline beow the surface layer. This thermocline is a negdtive gradient in
temperature (so in sound speed) versus depth. The heat during the summer months strengthens
the thermocline. The stormy wesather of the winter tends to mix the water masses and reduce
the importance of the thermocline.

As wdl as for the temperature, a hdocline between the upper layers (low sdinity) and the
deeper layers (high sdinity) takes place in the coastd water where there is much water runoff.
The hadodlineisadrong postive gradient in sdinity (i.e. anegative gradient in sound speed).

The shape of our SSP modd will present this structure. In the first part of this chapter we
compare a SSP modd with a thermocline’haocline linearly varying with depth to a SSP modd
with a step thermoclineg/haocline. The second part examines which variables are sufficient and

necessary so one and only one shape of refraction artifact corresponds to one SSP modd that
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has creeted it. The third and last part investigates how our SSP mode can be applied on top of

an dready exigting SSP.

6.1. INVERSE THEORY

Our approach takes place in the context of inverse theory [Menke, 1984]. An inverse
problem conggts of the extraction of physical characteridtics of a natural medium from data that
have been measured in this medium. The data available here are the multibeam soundings, the
model parameters that are sought are the sound speed vaues of the water column. The model
relates the parameters to the data. Here, the model is characterized by the fact that a correct
SSP generates multibeam data free of refraction artifacts and by inference adjacent swaths
should maich within the overlgp. The inverse problem leads from the edimation of the
refraction errors in the multibeam data to the estimation of the corresponding errors in the
sound speed digtribution in the water column. A redl SSP is a continuous function of the sound
gpeed versus depth. A discrete gpproach is used here. The discrete model parameters will be
represented by a finite number of numerical vaues. The SSP profile sought is represented by a

finite number of sound speeds and depths.
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6.2. CHOICE OF A SYNTHETIC SSP

6.2.1. Introduction

A SSP acquired in the field is a complex function of sound speed versus depth. We look for
a correction that approximates the shape of ared SSP. The main stable characterigtic of an
actua SSP is the presence of a thermoclinghdocline. Two loca functions can be used to
gpproximate the strong speed gradient corresponding to the thermocline in our SSP modd: we
have the choice between 1- alinear function (a gradient) and 2- a congtant step function. The
gradient function is a more redigtic approximation of the SSP than the congtant function. The
am of this section is to compare these two gpproximations and to select the most appropriate

one.

6.2.2. Methodology

Being given a step SSP that brings aray from an angle g, to an angle g, through asound

speed discontinuity a a certain depth z; we look for a gradient SSP which brings the ray from

g, to the same angle q,, through alayer [z, z)] of linearly varying sound speed. If thereis one
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we should be able to determine z and 2 from z, the gradient g and the two sound speeds c;

before and ¢, after the change. Figure 40 shows how a step SSP and a gradient SSP can lead

aray inasmilar way.

C, C,

Figure 40: Two equivalent synthetic SSPs and their effect on the propagation of a single
beam. On the right the SSP has a step function at z, on the left a gradient
function. The angles after the two speed changes are the same. The two SSPs

bring the beam along the same path.

After having found the gradient SSP, which brings a ray dong the same path as the step
SSP, we will consider the actud difference range between the two SSPs for the same depth.

Fird, the methods used to apply these two SSPs on the flat seafloor are described.
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6.2.3. Sep SSP computation

The direct application of a step SSP on the datais as follows. Asinputs, we have g, and T
the beam angle and travel time. The origina across-track distance and depth of the beam are
computed from these inputs. Thisis achieved with the assumption that the sound speed is 1500
ms? (r =1500" T). The step SSP is composed by afirst layer that goes from the surface to

the depth z; with a sound speed ¢;, and the rest of the water column has a sound speed ¢, (see

Figure 41).

LE]
Lt

Figure 41. effect of a step SSP on a single ray, deviation of this ray from its original

heading (c1>c2).
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At the layer boundary (z=z;) Sndl’slaw iswritten:

Eq. 58 g, = Arcs'n(%s’nql)

The corresponding range is equd to:

Eq. 59 r=./a2+d?

From the boundary z; to the bottom with an orientation of q, a the surface, the sgna hasto

trave the digancer:

r z
Eq. 60 r,= - =—)C.
a ? (1500 qcosql) ?

In this equation, it is assumed that the initia range r has been covered at the average sound

speed of 1500 m/s. Findlly the new depth and across-track distance are computed as follow:

Eq. 61 d, =z +r,c0sq,

Eq. 62 a, = z;tang, + r,9nq,
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6.2.4. Gradient SSP computation

In this case, thereis a sound speed gradient s between the depths z; and z (see Figure 42).

¢, c, a B

Figure 42: Ray path through a water column having a gradient in the variation of the

sound speed ver sus depth.

Above z; and below z the Situation is the same as in the previous paragraph. In order to
compute the depth and across-track changes through [z, z], this layer is decomposed in N
layers (the dternative method would be to use Eq. 23 to EQ. 29. For each layer, the
calculations are done as follows: g, and ¢, are the angle and the sound speed &t the entrance of
the layer; g and c the angle and sound speed after the beam within the layer. j isthe number of

layers already crossed.
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G-G
N

c
Eq. 63 q =arcsin(—>sng,) and c=c¢, - j
c

At the exit of alayer, the across-track range added is.
Eq. 64 %" Atang

N

Thetota time used to crossthe layer is:

Eq. 65 -2z 1
N ccoxq

These computations are redized for each layer. The total across-track range and the
distance traveled by the ray between depths z and z are computed. At the exit of the last
layer, we compute the find depth and across-track by the same way as in 86.2.3 above. A

large number of layersinsures the validity of the gpproximation.

6.2.5. Comparisons of the results and conclusion

If we have a closer look at the area where the ray is curved by the speed gradient and
deflected by the sound speed discontinuity, we can see what is illugtrated in Figure 43. The
point C has the following property: the segments [AC] and [BC] are tangent to the circle of

radius R so C (intersection of the two segments) is located at the bisecting line of the angle
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AOB (O being the centre of the circle invisible on this figure). The distances from A to C and

from C to B are then equa: d(A,C)=d(CB).

Figure 43: Close-up on the area where the ray changes direction. It followsa curve AB

in the case of a gradient SSP and follows the path ACB in the case of a step SSP.

If we congder the two triangles (delimited by the gray lines on Figure 43) we can express

the common rdlation:

Z. - Z, -7
Eq. 66 d(AC)= Csosqzl L G
1 2
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The known sound speed gradient is expressed by the following equation:

Eq. 67 c(2) =g(z- z)+c, withg= %

2" 4

Sndl’slaw is applied between A and B and is written:

Eq. 68 4 - &
Cog 1 COsQ 2

From the expression of g, from the expression of Sndl’s law and from Eq. 66 we can express

z; and z:
— C.La:Z_Clt-l)
Eq. 69 Z=7Z-— =
gegC,*tC g
Eq. 70 zzzzs+&8&:2'clg
g Cz+C1ﬂ

We have then found z and z that define a gradient SSP. This gradient SSP brings a ray
aong an exact same path than a step SSP. We have to investigate now which range error is
generated by the difference in speed from the two approaches.

Let us consder for adepth z, the trangt times for the two SSPsto get vertically to z:

Step SSP.

Eq. 71 { =2+
Cl
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Gradient SSP;

Eq. 72 =aep®2,2-2.2,1,.6,2-%
G 21C(Z) C, ¢ g C, C,

The difference between t; and t, multiplied by c, (]t2 - t1|cz) givesthe range error between

the two SSPs. This range error projected on the two axes gives the errors in depth and across
track. This difference has been computed for different gradient values for a depth of 2=100 m,

and is plotted in Figure 44. The amplitudes of the differences are proportiona to 10 m.

L OTED . ; n

verical ranee difference (m)

gradient of the step function

Figure 44: Variation of vertical range difference between a step SS° and a gradient SSP
for dfferent values of gradient. The amplitude of these differences is 10 for a

total depth of 100 m.

Congder now the trangt times to get obliquely to z:
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Step SSP.

z, . %-%

Eq. 73 t =
Cl Cogql CZ Cog:] 2

Gradient SSP;

(o4 L E A | z-%

Eq. 74 = 3
* qeosy, 4, O(z)c0sq, o8,

The reader can notice in Eq. 72 above that the layer of gradient speed has been
decomposed in layers of thicknessdz. The differences in oblique range between the two SSPs
have been computed for afew discrete beam angles. These values are plotted on the graph in

Figure 45. In the oblique case, the amplitudes of the differences are proportiona to 10°m.

0.0C70

T T SOD

B
00060 — —
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oblique range difference (m)

N I I | 1
4.2 2.0 2.0 1.0 0.0

gradient of the step function

60040
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Figure 45: Variations of oblique range differences between a step SSP and a gradient
SSP for different propagation angles (10°, 30° and 50°) for different values of

gradient. The amplitude of these differences isin millimetres for a total depth of

100m.

The conclusion is thet the step SSP approximation and the gradient SSP approximation are
roughly equivaent. Therefore, being much smpler to compute, the gpproximation of the

thermoclineg/ha ocline as a step function was used henceforth.

6.3. VARIABLE REDUCTION

6.3.1. Introduction

The shape of the correction chosen in the previous paragraph is a two-layer step SSP as

shown in Figure 46.
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Figure 46: Example of a SSP with two layers. It is fully described by the four variables

Co, C1, C, aNd Z.

Such aprofile is defined by the following four variables: the surface sound speed co; the first
layer sound speed ¢;; the second layer sound speed c,; and at last the depth of the sound

Speed discontinuity z.

Thisisthe model used in the OMG Refraction Tool (see §84.5.1).

6.3.2. Case of ¢

The variable ¢, corresponds to the sound speed error at the face of the transducer. We
have studied the shape of the artifacts generated by this error (see 83.4). We have seen that

the amplitude of these artifactsis periodic (because of aroll dependency).

106



It has been shown [Dinn, 1995] that for flat array transducers a sound speed discontinuity
at the face of the transducer and at a certain depth in the water column generates the same kind
of refraction artifact. In the case of flat array transducers, the variable ¢ is useless and does
not need to be considered. For other system configurations, ¢, stays among the variables to be

computed.

6.3.3. Case of z,, ¢; and ¢,

We are looking for interdependence within the set of these three variables in order to
amplify the search for the SSP correction. Figure 47 shows how two couples (¢, ¢,) for a
fixed depth z and two couples (z, ¢) for a fixed speed g can bring a ray through two
different paths to smilar depth and across-track postions. These postions are not exactly
equal because the SSP changes from one case to the other. We evauate the amplitude of the

position differences to estimate the vaidity of the interdependence between the varigbles.
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Figure 47: These two simple graphs show how two couples (¢, ¢), (¢, ¢’) for a fixed
depth z (on the left) and two couples (z, C,), (Z, ¢.') for a fixed speed ¢, (on the
right) bring a ray through two different path at ssimilar depth and across-track

positions. This graph illustrates “ non-uniqueness’ of the inverse problem.

It is then judtified to look for interdependence within these two couples of variables. In this

paragraph, first the couple made by ¢ and z is congdered; then the couple g and G is

andyzed.

6.3.4. Methodology

Step #1.
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We have three variables. z, ¢, and ¢ defining a sound speed profile. This dataset is
goplied on a synthetic flat seafloor and this generates a deformed swath. A parabolais fit to

this deformed swath. The equation of the parabola can be written:
Eq. 75 y=a,x* +b,

In this equation v is the depth and x the across-track position. The two coefficients a, and
bo define aunique parabola. Thereisno termin x in Eq. 75 because the flat seafloor generates
a symmetric refraction artifact and the parabola fitting this symmetric curve should have its

minimum centred onthe y-axis.

Step #2:

Either ¢, or z is kept congtant; the other is changed to a different arbitrary value c,’ or z.
A minimisation agorithm (see Fibonaca dgorithm 87.7) looks for the value of ¢, that minimizes
the difference between the two parabolas generated. This difference is the difference between
a and a; (a; isthe coefficient of the parabolafitting the new deformed swath). The equation of

this second parabolais then:
Eq. 76 y=ax*+h

The two parabolas fit very well to the deformed swath that they gpproximate. As can be
sen in FHgure 48, the absolute differences between the deformed swaths and ther

corresponding parabolas do not exceed 1 cm (for a 100 metres depth) for the outermost
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beams. It is therefore judtified to use these parabolas to compare the deformed swaths with

each other.
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Figure 48: Absolute difference by beam number between the swath resulting from the
application of a two-layer SSP on a flat seafloor and its best-fitting parabola for

¢;=1500 nvs; ¢,=1505 mV/s; z=10 mand c;'=1510 n/s; ¢,'=C,; Z'=Z.

Step #3:

The only difference between the two parabola equations is now a vertica offset (difference
between by and b,). This offset can be visudized at nadir (x=0). It represents the difference of
the traveled distance due to the change of harmonic mean sound speed (see 8.2.3.1) inthe

water column. The trave time stays the same. In each caseg, its value can be computed in the

three different cases (see Figure 49) asfollows
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Eq. 77

2, X2 2 X2 7 X2
Cl CZ Cl CZ Cl CZ
[ casell casel case?
C, c:
Z T ST .
z =
Cy .
.
C_:“
X 4
W
xii
¥

Figure 49: Variation of the traveled distance & nadir for the different cases. Case O:
appliance of the dataset (c;, ¢; and z ) onto the flat seafloor. Case 1: estimation

of ¢’ for z constant and the new value g’. Case 2: estimation of " for ¢

constant and the new value z'.

The two swaths of case 1 and case 2 can be adjusted to the swath of case 0 (see Figure

50). The distances between the nadir of the two swaths and the nadir of the swath of case O

can be written asfollows:

Eq. 78 D, =X-x=
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Eq. 79 D, =X"'-x= g—-—-‘cz +z'- X

The distance x has the following vaue:
a 0
Eq. 80 X=6— é:C2 +Z
C Gg
swath #1 obtained with (c,, ¢,, z,) swath #2 adjusted onto swath #1

N4
M

synthetlc flat seafloor

swath #2 obtained with (¢,”, ¢,’,z.)

Figure 50: vertical adjustment of the two deformed swaths at nadir (on the left). Once

adjusted (on the right) the two swaths match perfectly.

These corrections adjust exactly the two swaths #1 and #2 onto the origind swath, in away
where the best-fitting parabolas are now the same (same x° coefficient coming from the
minimisation and same congtant coefficient from the sound speed adjustment). Even if the two
curves are perfectly overlaid, the postions of the soundings can be located differently on the

same curve. It is not distinguishable unless we have atarget in the area.
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It has then been shown that with this correction added it is possible to generate the same

best-fitting parabolas to the same deformed swath with two different couples of (cy, ¢;) or two

different couples of (z, Cy).

6.3.5. Conclusion

In the section 6.3 above, it has been proven that interdependence relaionships exist within
three of the four varidbles that define a two-layer SSP. The sound speed of the first layer ¢;
and the sound speed of the second layer ¢, as well as the depth of the discontinuity z; and the
sound speed of the second layer ¢, are interdependent. From the four variables only two (co

and ¢;) are needed to have a unique SSP modd that creetes a unique refraction artifact.

6.4. VALIDITY OF THE ADDITION OF A SYNTHETIC ONE-LAYER SSP CORRECTION
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6.4.1. Introduction

In this fourth section we compare the results of the successive gpplications of SSPswith the
results of the application of asingle SSP that is the sum of the SSPs applied previoudy. Thisis
the method used in the OMG Refraction Tool (see 84.5.1). The purpose of this study isto see
if one has to go back to the multibeam raw data free of any SSP gpplication in order to modify
a SSP dready applied. If this can be judtified to a reasonable degree of accuracy, a saving in

computationa time can be gained.

6.4.2. Methodology

To achieve this, we consder again a synthetic flat seafloor (100 metres deep) and a red
SSP taken during a multibeam survey. We want to add a correction to the SSP. This
correction is a synthetic two-layer SSP. In this case, we use a 20 metres deep layer in which
the sound speed is 1500 m/s; below this layer, the sound speed is 1520 my/s.

A numericad model has been developed in order to gpply a red (multi-layer) SSP to
multibeam data. This dgorithm isincluded in the program file apply_SSP.

The methodology (see Figure 51) condsts of the comparison of the results of the two

following methods:
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1% method: successive applications of the real SSP and of the synthetic two-layer SSP on
the flat swath.

2"Y method: gpplication of the sum of the real SSP and the synthetic SSP on the flat swath.

6.4.3. Resultsand Analysis

The two graphsin Figure 51 look very smilar. In this paragraph, we are going to compare
them in more detall in order to estimate the validity of the equivaence of the two methods. The
two graphs from Figure 51 above are subtracted from each other. The absolute values of the
differences for each beam in depth and across-track are plotted in Figure 52.

Notice that for this extreme correction (20ms™ added to the sound speed of the first 20
metres of the SSP), dl the beams at a depth of 100 metres have an error amplitude below 10
centimetres (0.1% of the water depth). Only the last outer beams present differences over 5
centimetres. The average error in depth is 1.93 centimetres and in across track 2.76

centimetres.
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Figure 51: This schema compares the successive applications of a real SSP and of a
synthetic one layer SSP to the application of the sum of these two SSPs on a 100

metres deep synthetic flat seafloor.
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Figure 52: Absolute value of the differences between the graphs resulting from the two
methods used above. The filled circles correspond to the difference in depth, the

empty circles correspond to the across track difference.
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Figure 53: Differences for the 60 beams in depth (on the left) and across track (on the

right) values of the graphs coming from the two methods compared in 86.4.2 for

seven real SSPs.

The method has been repeated with seven red SSPs from seven different hydrographic

surveys in different geographic locations. The ranges between the graphs in depth and across

track vaues have been computed and plotted in Figure 53.

The errors in depth which appear in Figure 53 are in amplitude less that 0.4% of the water

depth for the total swath and less than 0.1% for the 30 centra beams. The error in across

track are even amdler: less than 0.2% of the water depth for the total swath and less than

0.1% for the 30 centrd beams. The average vaue in depth error is of 7 cm (0.0695 m). The

average value in across track error is4 cm (0.0385 m).
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These reaults judtify the gppliance of synthetic two-layer SSP correction onto multibeam

data on which a real SSP has been gpplied. This is especidly true given that the correction is

only an gpproximetion of the likely changein c(2) anyway.

6.5. CONCLUSIONS

At the end of this chapter, three conclusions can be outlined. We were looking for the best
SSP modd that could be used as a correction to be added to areal SSP or to be equivaent to
ared SSP. A red SSP usudly has a complex structure. A stable festure that characterizes a
SSP is the presence of a strong speed gradient (thermocline/haocline) at a certain depth below
the surface waters. Our model contains this festure.

1- In the first section 8.2 we compared two different ways to modd the strong speed
gradient: a step function and a gradient function. The differences between these two SSPs
being redly smal, we sdect the SSP that presents the smplest form for computationd
purposes: the step function SSP (dso called two-layer SSP).

2- We have in 86.3 found two links between three of the four variables defining a two-layer
SSP modd. This leads us to the following conclusions. In order to cover dl the different ways
of how a flat seafloor can be distorted by a two-layer SSP, we can fix to a constant the depth

of the discontinuity and the sound speed of the upper layer. Such a SSP model is defined only
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with the deeper layer sound speed and the surface sound speed. The number of variables has
been reduced from four to two.

3- In 86.4 we have proved that a synthetic two-layer SSP can be added to multibeam data
on which a SSP has been previoudy applied without having to remove the SSP to add it to the
two layer SSP correction before regpplying it.

By compiling the lagt three points, our SSP modd will be a step function (point 1). It is
defined by a variable surface sound speed, a sound speed discontinuity a an arbitrary depth, a
constant sound speed in the upper layer, and a variable sound speed in the deeper layer (point
2). This correction can be applied to multibeam data having been adready reduced by another
SSP (point 3).

All these important results are judtifications of methods used in the next chapter.
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CHAPTER 7- METHODOLOGY

This chapter contains the proposed methodology for removing refraction artifact in
multibeam soundings. Firds, the preliminary computations are described, and then the
agorithms that compute refraction coefficients in the Stuation of pardld and crossng survey
lines are explained. Findly, the limitations imposed by the roughness of the seefloor and the
detrimentdl effect of the externd errors in the soundings are darified where they influence the

gpplication of the Ref_Clean method.

7.1. PRELIMINARY COMPUTATIONS: EXTRACTION_OMG

We use the multibeam processing tools developed by the Ocean Mapping Group (OMG).
This software package SWATHED has its own data format [Hughes Clarke, 1999b]. The
multibeam data must have dready been processed with these tools when the gpplication of
Ref _Clean can be considered (a step taken only if refraction artifacts are gill gpparent in the
sedfloor images). Thefirgt step to be done before the gpplication of Ref_Clean isthe extraction

of the specific data needed from the OMG processed files.

121



The program that achieves thisis cdled extraction_ OMG. It creates, for each survey line,

three ASCII files:

1- abathymetry file (no extension) that contains for each beam latitude, longitude, depth,
across track, two way trangt time, verticaly referenced beam depresson angle and
gatus (vaidity of the beam after data cleaning);

2- a navigation file (nav extenson) that contains for each navigation point (each ping)
|etitude, longitude, heading and tiddl vaue;

3- a boundary file (.bounds extendgon) that contains the coordinates in latitude and

longitude of the areain which the survey lineislocated (four values).

7.2. FIRST APPROACH: ADJUSTMENT OF THE EXISTING SSP

The purpose of this gpproach is to determine an additiond SSP correction, which when
applied on top of the data corrected using the origind observed SSP, removes the resdud
refraction artifact as effectivey as possble. As the water masses tend to vary sgnificantly in
gpace, we need to caculate loca SSP corrections at different points aong each of the survey
lines. To achieve this, we gpply atificid SSPs by usng the preiminary sudies redized in

Chapter 6.
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The beams around nadir of the survey lines are used as a reference to give an indication of
the true bathymetric surface (they are much less degraded by refraction than the outer beams
see §2.2.3.1). The method uses the information from two pardle lines and from crossing lines
to congtrain the shape of the swath of the centrd line. The shape of the swath free of refraction
artifact should be the one that best dligns with the nadir depths of other surrounding lines. This
gpproach determines the iterative SSP correction that best aligns the swath of the studied line

with the nadir values of the two neighbours or of the crossing line.

7.3. SECOND APPROACH: PRELIMINARY COMPUTATIONS

As mentioned earlier (see 85.2.3), in the second approach, instead of using the depth and
across-track data computed with the measured sound speed of the area, we use now the
origind trandt time of the acoustic Sgnd and the angle of the received beam. The ideais to
generate synthetic two-layer SSPs that are not only corrections but aso data with an intringc

physca meaning.

Bearing in mind the equivaence of many water columns (see 86.2 and 86.3), these SSPs

describe the essential character of the water mass (the thermocline/halocling). Using the first
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approach, only iterative correctors are used and thus depend on the original SSP aready

applied.

Since the method needs depth and across-track values in input, we need to convert the time
and angle data into depth and across-track. A sound speed value describing a homogeneous
neutral water column needs to be chosen to actudly perform this computation. The vaue of
1500 m/s has been chosen, as it is the globa average sound speed vaue throughout the

oceans.

Another value could have been chosen; for example, a globa average of the velocities
measured in the few SSPs taken during the survey. Thisvadue is an average of the locad water
meass for the area and the time of the survey. The amplitude of the coefficients computed would
be smaller by using the loca average of the water mass than the more globa average 1500m/s.
The find results woud not change. The important point is to have a common reference for al
the corrections.

The heave afecting the ship needs to be subtracted from the depth.

The smple computations are done as the two equations below show it:

Eqg. 81 d =1500Dtcos(@) + h
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Eq. 82 a =1500Dtsn(q)

where d is the depth, a the across-track value, Dt the trandt trave time, g the beam angle

and h the heave vdue.

The heave h is the component recorded at the time of transmit. It is not the average of the
heave at transmit and at recelve as it is done in rigorous ways. It does not really matter for the

high ping rate that is used in shalow water areas asiit is the case in the example seen |ater.

After these fast computations, the rest of the methodology is the same as that for the first
gpproach. The difference liesin the actual meaning of the corrections computed. The results of
the second approach are the corrections needed if the water masses had previoudy been a
fictitious homogeneous average value of 1500 m/s. Therefore, these corrections have some
connections with the actua physical sound speed distribution through out the area. They can be

compared with each other because they have been computed on top of a same reference.

The program caled depth_to_twttOMG converts an OMG processed file in which the

depth and across-track values have been reduced with the actud SSPs into a smilar OMG
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data file. In this OMG file the depth and across-track vaues are computed directly from the

trangit time and beam angle as described in Eq. 81 and Eq. 82.

7.4. METHODOLOGY: CASE OF PARALLEL LINES.

7.4.1. Overview

The firg step of the method is to decompose the data in small datasets. The second step
consds of the adjusment of the average swath of each of these smdl datasets and the

computation of the optimal refraction coefficients defining the SSP to be applied.

7.4.2. First step: decomposition of the survey line in small datasets

The program called paral_find does this part. When the option —twttba is added on the
command line, the program uses equivaent depth and across values based on the trangt time,
beam angle and a 1500 m/s SSP (see 87.3) instead of the depth and across-track data.

paral find receives in input the three ASCII files created by extraction OMG (see
above §7.1) for each of three pardld survey lines (9 input files in total). The purpose of the

decompasition isto bresk down the three linesin a series of blocks of equal length.
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Each block contains three segments of line coming from the three lines considered. For each
segment of the middle ling, two segments are associated on ether Sde of the two pardlé
aurvey lines. These two segments are of equd length and similar heading on both sides of the
middle segment being andyzed.

To achieve this, we project the navigetion of the three lines on an imaginary draight line

aigned dong the average of the headings of the three lines, see Figure 54.

survey line

line of average heading
y=ax+h

projection ling

lon ; ;
-. }f'=|i‘| ¥ _|_b.

lat, ™

Figure 54: Schema of the projection of the navigation data points from the three
parallel lines onto a reference line oriented along the average of the three

headings of the survey lines.
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The coordinates of the navigation point on the reference line are computed as follows. The

equation of the referencelineis:
Eq. 83 y = ax+b with
a and b are computed as follows:

_lat, - lat,

Eq. 84 a=—=¢e s
a lon, - lon,

and

adat_ - lat, O

Eq. 85 b=lat, - IonsgIon o =
e s @

The equation of the projection line orthogond to the reference lineis

Eq. 86 y =a'x+b' with
Eq. 87 a'= tan(arctan (a) +90°) (orthogonal to y = ax+b) and
Eg. 88 b'=lat - a'lon (the line contains the navigation point (lon, lat))

The solutions of the linear system composed by the two equations (Eq. 83 and Eq. 86) are

the coordinates of the projected point (lat’, lon’).
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We sdect an area where this straight line has a neighbour line on both sides. The two black
dotsin Figure 55 are the ends of the sdected area. The line is then cut in a certain number of
segments of equal length, which is chosen by the operator depending on how dense he/she
wishes the geographic digtribution of the corrections to be. These segments are our working

areas.

| neighbour lines

segment - I : "\ ) -J
) LT Nmiddle line

Iy P ,.—"'-’ | | L

Figure 55: The figure on the left is the global view of the three survey lines, the common
segment and its partition in segments. The right figure is a close-up view on one

of these sub segments.

From the data of each segment are extracted the following vaues:
- The ping number in the middle of the ssgment for each line,
- The average nadir depth for each line, a;, a,, as,

- The averagetide for each line, ty, t5, t,
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- The latitude and longitude of the centre of the segment for the middle line
- The average distance between the navigation of each lines, di,, dzs,
- The 60 average across track and depth values for the middle line, acc[ 0, ... ,59], dep[ O,

..,59].

The data listed above is sored in the file infoswath used for the second step. Another
output file is creeted, caled infoline. The number of segments computed, the names of the

lines being processed and the total number of pingsin each lineare sored in infoline.

7.4.3. Second step: adjustment of the average swath:

The program called para2_adjust does the adjustment of the average swath. From the
data computed in the previous paragraph (87.4.2), we proceed now to the evaduation of the
SSP that brings the average swath as close as possible to the segments of line shown in Figure

56. Thisisdone individualy for each subsection of the survey line sudied.
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average swath

Figure 56: Relative position of the different lines in a cross section of each segment.

First method above: the swath is adjusted to the nadir depth of line #2.

The first gep is to reduce the average nadir depths of each line with the tide coefficients
computed above: a;'=a;+t;, &)’ =a,+t,, ag'=ast+ts
The sixty beams of the average swath of the middie line are then shifted verticaly in order to

have at the same depth the average nadir depth and the average of the twenty central beams.

40
Eq. 89 Depth[i] = DeptHi] +a, - 2—105 Depth[i]

i=21

At this point, the optimisation of the refraction coefficients can now be carried out. The
function f(c,, C,) (to be minimized) used in the search of coefficients ¢, and ¢, (see 87.7) isthe
sum of the squares of the vertica differences between the average swath depth of the middie

line and the segments joining the nadir of the neighbour lines. We assume here that the seafloor

is varying linearly from one average nadir depth to the other. The qudlity of this gpproximation
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depends on the line spacing used as well as on the width of the swath. When the width of the
swath is larger than twice the line spacing it is better to use the second closest pardld lines

ingtead of the firgt.

N
Eq. 90 f (Co,C,) = & (aAcross(i) +b- Depth(i))>

i=1

where Across(i) and Depth(i) are computed with the model SSP defined by ¢, and c;; a
and b are the coefficients of the line that joins the average nadir depths, N is the number of

beams of a swath.

7.5. METHODOLOGY: CASE OF CROSSING CHECK-LINES.

7.5.1. Overview

The idea developed in the case of crossing linesis to use the nadir beams of the check-line.
It is used as a reference for the true shape of the seefloor in order to estimate the refraction
coefficients that best bring the average shape of the swaths of the line being andyzed as close

as possible to the reference profile. It is done in three steps: the locdization of the intersection
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between the two lines, the setup of the two profiles to be compared and findly the actual

optimisation of the refraction coefficients.

7.5.2. First step: localization of the crossing point.

The dgorithm crossl _find is designed to determine the geographica coordinates and the
ping numbers of the crossing point between the survey line and the crossing check-line. Aswith
paral find (see 87.4.2) when the option —twttba is added on the command line,
crossl find recaculates the depth and across-track distance based on the trangit time and
beam angle and a 1500 m/s SSP (see 8§7.3) ingtead of the original depth and across-track
data.

Fird, by usng the boundary filesit determinesif the two boundary boxes overlap. If they do
intersect and if the difference in heading between the two crossing linesislarge enough (we are
looking for an intersection angle within £30° from the orthogond), the program reads the
navigation files and looks for an intersection point between them. In order to do this, it looks
for the minimum distance between the middle of segments congtituted by two navigation points
of each line (see Figure 57). If thisminimum is lower than afixed threshold (rlative to the ping
rate), the lines intersect. The two ping numbers (for the two lines) of this intersection point are
given by the navigation points which correspond to the minimum distance below the threshold.

The exact location of this intersection is then determined by computing the equations of two
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graight lines passing through the four navigation points of the two segments corresponding to
the minimum distance (see Fgure 57). This latitude and longitude are stored in afile cdled
crossingfilelfile2 with the names of the lines and the ping numbers corresponding to the

intersection.

Line 2

Mdidle of selected
I- Line 1 nvigilion :;:g_m:-uh J
) \'I.\'\ l-
\..‘ s I
-,
" =

. ‘“‘“-,__\"\i ." e Intersection
o

Figure 57: Schema of an intersection between two survey lines.

7.5.3. Second step: selection of the data to compare.

This second step is redlized by the program cross2_grid.

7.5.3.1. Sdection of the data from the survey line

From the survey line we sdect a certain number of profiles (dl the pings that lie within the
intersecting swath, 200 for example) on each side of the intersection location determined in the

firg step. These profiles are averaged in latitude, longitude, across-track, depth and average
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azimuth. This average profile is our information about the survey line in the area. The averaging
tends to weeken the influence of red features on the seafloor and to keep only the refraction
artifact and the naturd dope. Figure 58 shows profiles selected from the survey line on both

Sdes of an intersection point.

45,1558

45,1538

451518

451498

45,1478

. | . 1 . | . L | . .
—B6.089-66.087-66.085-66,083-66.081-66.079-66.077

45,1458

Figure 58: Selection of 200 profiles from the survey line on both sides of the intersection

point with a check-line.

7.5.3.2. Sdection from the check-line

From the check-line we are only interested in the nadir part. In order to avoid the influence
of spikes (penetration and amplitude/phase trangtion area noise, see externa errorsin 8§7.9.4)
and real features on the sea bottom, the data (latitude, longitude, across-track, depth) from the

10 centra beams of a certain number (200) of swaths are averaged out. Figure 59 showsthe
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average of the 10 beams around nadir sdlected from the check-line on both sde of the

intersection point.

45,1558

451538

45.1518

45,1498

45.1478

45 1458 I | I | 1 | 1 | 1 | I | 1
—BB.089—B6 08766 085 -66.083—-66.031 —B6.079-68.077

Figure 59: Selection of the 10 beams around the nadir of the check-line.

At the end of this first sep we have two average profiles, which are geographicaly located

as shown on the Figure 60.
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Figure 60: Left: view of the two selections made from the two crossing lines. Right:
average profiles of the 200 swaths of the survey line and the 10 central beams of

the check-line.

7.5.3.3. Prgjection of the two sdections on acommon draight line

In order to be compared, these two profiles are both projected on a reference straight line
defined by the average heading of the 200 pings selected out of the check-line and which goes
through the intersection point. This is done to preserve as much as possible the shape of the
average profile of the survey line from which refraction coefficients will be computed. Figure 61
shows the superposition of the two average profiles on the reference straight line. The results of
these projections are stored at the end of the output file (caled crossinglineNlineM) of

crossl find.
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Figure 61: The two average profiles have been projected on the straight line defined by

the average heading of the check-line and passing by the intersection point.

7.5.4. Third step: comparison of the two average profiles.

This step isredized by the program cross3_adjust.

7.5.4.1. Resampling of the survey line average profile:

Having averaged 200 swaths from the survey line, we now have a profile of 60 beams (in
the case of a Simrad EM1000). We averaged 10 centrd beams from 200 swaths of the
crossng line, from which we generated another profile but this time of 200 points. In order to
compare these two datasets we resample the points from the crossing line (200 points) onto
the equivaent postions of the beams of the survey line profile (60 points). The profile of the
crossing line obtained is shifted verticdly so that the average of its nadir beamsiis at the depth
of the other profile (the amount of this shift corresponds to the average vertica error present in
the dataset see §7.9 for externd errors). If we plot the profile obtained with the survey line

profile we obtain the following graph:
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Figure 62: Superposition of the profile from the survey line (the curved profile) with the

gridded profile fromthe crossing line.

7.5.4.2. Computation of the trend of the crossing line profile:

The trend of the nadir profile of the crossang line is computed and plotted in the Figure 63.
We are now ready to proceed to the evauation of the two-layer SSP which brings the average

swath onto the trend of the crossing line profile.
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depth (m)

across trmck distance (m)

Figure 63: Comparison between the trend of the crossing line profile and the survey line

average swath.

7.5.4.3. Computation of the refraction coefficients

The search dgorithm is described in the following paragraph §7.7. The coefficients of the
two-layer SSP (surface sound speed and sound speeds of the second layer) are computed in
order to minimize the distance between the two profiles. The criterion used in the search of the
refraction coefficients is the sum of the squares of the verticd differences between the survey

line average swath and the trend of the crossing line profile (same as Eq. 90).

N
Eq. 91 f (Co,C,) = A (aAcross(i) + b- Depth(i))?

i=1

Across(i) and Depth(i) are computed with the model SSP defined by ¢, and c,.

a and b are the coefficients of the trend of the nadir profile of the check-line
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N isthe number of beams of a swath.

This brings the average swath of the survey line as close as possible to the trend of the
crossing line profile. The plot in Figure 64 illudrates this. Notice in this picture thet there is a
dight roll bias between the deformed swath and the trend of the crossng line. As we will see

|ater (see Externd Errorsin 87.9) the refraction tool is made inefficient by alarge roll bias

depth (m)

s T

R | ’
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e \amne o el et

aoross tmck distance (m)

Figure 64: Plot of the survey line average swath deformed by the two-layer SSP, which

bringsit as close as possible to the trend of the crossing line.

7.6. ROUGHNESS OF THE SEAAR.OOR
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Even with the averaging used in the two methods described above, the natural morphology
of the seafloor sometimes Hill appears in the profile used to determine the refraction
coefficients. Thiswill happen if there is Sgnificant topography of length scdes at the dimension
of the averaging (200 pings used here). This resdud topographic sgnature will bias the
computations and can resut in fase coefficients. In order to prevent this from happening, we
edimate the roughness of the area and weight the refraction coefficients accordingly to this
roughness. The stronger the roughness, the less trust we place on to the coefficients and vice-
varsa. Refraction artifacts are usudly highly visble in flat and monotonous terrain and much less
visible in rough topography zones.

The roughness is defined in an area by two different components. The first component is
caled the across-track roughness; it is determined from the variance about the average profile
in a segment of the survey line. The second component is the dong-track roughness, it is the

roughness of the nadir area dong the survey line,

7.6.1. Across-track roughness

The across-track roughness is computed from the average profile in each segment of the
survey line (see 7.4.2) and a the crossing points of two lines (see 7.5.2). The coefficients of a

parabola that best fits the shape of the average profile are computed. Such a parabolais not
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symmetric on the y-axis because the natural dope is present in the data. It has an equation as

follows

Eq. 92 y=ax’ +bx+c

depth (m)

. T

¥

rRt) | [ 1 1 a
TN e PO . -

across track distance (m)

Figure 65: average profile of a segment of a survey line with the best fitting parabola

from which the roughness value is computed.

The roughness r of the average profile is defined as the sum of the square of the differences
between the best fitting parabola dparanoa 8Nd the average depths da.. computed for the N
beams. r is then divided by the number of beams N used. The roughness is then normdized by
the average nadir depth Z in order to make it independent of the depth of the area whereit is
computed. What we condder as roughness here is in fact the average of the resduds of a

second-degree approximation of the across-track profile. The shape of the refraction artifacts
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is very smilar to the shape of a parabola. The result of the roughness computation is then
independent of the magnitude of refraction artifacts. The outer beams are kept out of from the
computation because they are normaly soundings of dubious qudity and are unlikely to be

representative of the true seafloor roughness. The formula used is shown below:

\/ é: (dave -d parabola)2

Eq. 93 Moo=

7.6.2. Along-track roughness

The dong-track roughness describes the roughness in the nadir part of the stripe of seafloor
ensonified in an aong track direction. This computation is redized in each segment of the
survey line. For each ping in the segment, the depths of the five beams around nadir are
averaged together. The podtion of the resulting depth is computed as the distance from the
coordinates of the nadir beam of the considered ping to the coordinates of the first ping of the
survey line. We have thus a series of couples (depth, distance). The trend (best fitting linear
line) of this depth series is computed, see Figure 66. The roughness is computed as the sum of
the squares of the differences between the averaged nadir depth and the value of the trend at

this pogtion. The formula for this computation is shown below with dq.g; the average nadir
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depth, dyeng the depth of the trend and N the number of pings in the line segment, as the

across-track roughness it is normalized by the average nadir depth Z :

\/ (dnadir - dtrend )2

along — Nz

o Qo=

Eq. 94 r

| i |

A
w

’ 2km
Fely | i | i

depth (m)

Figure 66: Part of the depth profile of a survey line with the best fitting straight lines for

each of the segments from which is computed the roughness value.

7.6.3. Weighting of the refraction coefficients

The find roughness r used is the average of the across-track and aong-track roughness.

The two roughness coeffiCients ragoss 8Nd I'aong have the same amplitude.

E 95 racross + ralong
. r=—/ ———
a 2
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The refraction coefficients are then weighted accordingly to the roughness computed. A null
roughness will leave the refraction coefficients unchanged. The greater the roughness, the less
efficient the method would be, the more the dteration of the swath due to the refraction

coefficient should be reduced. The weighting function below fulfills these two requirements:

1

Eqg. 96 Dc.. =Dc,,——
q od ] ar

new

The positive congtant a is determined depending on how strong the weighting is wished to
be. The choice of a is up to the user who chooses it according to the kind of topography
present in the area. In the presence of very rough loca topography, ahigh vaue of a should be
chosen so as soon as the roughness increases the weighting will strongly reduce the amplitude
of the coefficients. In the presence of flat and monotonous area with only long wavelength
topography (large with respect to the swath width and the 200 pings), asmdl vaue of a should
be chosen. This weighting is applied to both the surface sound speed discontinuity Dc=co-C;
and the discontinuity between the two layers a the depth z, Dc=c,-¢; (c; is congtant), see

Figure 67.
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Figure 67: Graph showing the relation between the roughness and the weighting to be
applied to the refraction coefficient correction. The higher the roughness the
lower the weight and therefore the more the correction is reduced. No roughness

implies no weighting and thus full unattenuated coefficients.

7.7. OPTIMISATION OF REFRACTION COEFFICIENTS

This section is common for the two cases of pardld and crossng lines. It is repeated

successivey in the different segments dong the lines and once at the intersection between two

crossing lines.
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Once the first computations are done (see &.4 and §/7.5), the search for optimal SSP
coefficients garts. The correction sought has the form of a two layer artificid SSP. We have
seen in Chapter 6 that the width z of the discontinuity layer, the velocity of thefirst layer ¢, and
the velocity of the second layer ¢, are dependant variables. We have established in the §3.4
the nature of the influence of the surface sound speed ¢, on the shape of a swath. Therefore if
we fix the depth of the discontinuity zs and the sound speed of the first layer ¢, the only

variables that we look for are ¢, and c.

7.7.1. Paralld lines case

We are looking for an equivadent 2-layer SSP which brings the swath of line #2 as close as
possible to the two segments of line joining on one Sde the nadir depth of line #1 to the nadir
depth of line #2 and on the other sde the nadir depth of line #2 to the nadir depth of line #3
(see Figure 53).

The function to minimise on which the search is based is the sum of the square of the
differences between the adjusted swath and those two segments of line. A minimum of this
function is sought. The SSP coefficients, which best minimize the function, condiitute the SSP

correction chosen.
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7.7.2. Crossing lines case

We are looking for a two layer SSP that adjudts the averaged swath of the survey line as
close as possble to the nadir profile of the crossing line. The function to minimise usad in this
cae is the sum of the squares of the differences between the trend of the nadir profile of the
crossing line and the average swath of the survey line. One is projected onto the other. In order
to find these minimums, the Fibonacci search adgorithm is used [Cheney, 1980]. This agorithm

looks for the minimum of a continuous function f in an interva [a, b]. It is described in Figure

68 and Figure 69.

a:CIT\IH

b=c, .,

ap=a+(b-a)/3
bp:a+2(b-a)/3

!

f(a)
f(by)

f(ap)<f(bp)?

min(f)=(a+b)/2

Figure 68: Diagram showing the Fibonacci search algorithm.
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Figure 69: Diagram showing how the Fibonacci algorithm works in order to find the

minimum of a function.

In our case, a and b are the two vaues defining an interva in which the optimum sound
speeds (Co and c;) are looked for. The initid vaues chosen are 1450 n/s for the lower
extremity of the interval and 1550 /s for the higher. The refraction coefficients are around

1500 m/s, which is the globa average of the sound speed in seawater. The function f isdways
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positive (sum d squares) and takes large vaues when the refraction coefficients are at the

extremities of theinitid interva [1450,1550].

The dgorithm compares the vaues of the function at one third and two third of the interva
[a, b]. The interva is reduced by one third of its length on the Sde where the function is the
highest. After a certain number of iterations the length of the interva is considered smdl enough

to give agood accuracy of the minimum which is then taken in the middle of the interval.

A qiticd condition is that a minimum of the function must exig in the intervd arbitrarily
chosen [1450, 1550]. If this condition is not fulfilled, the dgorithm is unable to find a solution.
The length of the interva won't fal below the threshold and after a certain number of iterations

the agorithm is stopped arbitrarily.

The dgorithm uses an iterative methodology to get to the minimum of the function f. It looks
for a minimum of the function f dternatively for ¢, and for ¢, until the difference between the
last and the new sound speed estimate for the two variables is below a certain threshold e
(e=0.01 in order to have the estimates to two decimals places) (see Figure 70). The solution
moves on a 2D surface on a path leading towards the sought minimum (see Figure 71). On this
graph can be noticed a trend indicating the presence of a corrdation between the two

vaiables.
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Figure 70: Flowchart describing the iterative method used to minimise f(co,cy).
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Figure 71: Graph illustrating the iterative methodology used to minimise of f(co,C,).

7.8. FINAL COMPUTATIONS

For each segment of a survey line flanked by two other lines and for each intersection point
between two lines the Ref_Clean package generates a two-layer SSP solution. The four
coefficients of the SSPs from a line are stored in a specific file. Thisfile has to be in agrowing
ping number order. As explained in the description of the OMG Refraction Tool (see 84.5.1),
for each ping of the survey line there is an associated correction that is an interpolation of the
two closest corrections dready listed in thefile.

The refraction tool holds the coefficients congtant & the two extremities of the line. A flat
SSP (coefficients: 2, 0, 5, 0) is put automaticaly at the first and at the last ping number of the
line in order to smooth down the closest corrections at the extremities. This is done because
the closest correction generated can be at a certain distance (if the lines do not have the same
length) and the correction might be not valid anymore. The end of lines are dso subject to
motion sensor problems that induces in the data gross roll biases and long period heave errors,
which makes any attempt of refraction artifact remova pointless and possbly mideading (see

externd errorsin the 87.9).
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Such a refraction coefficient file is generated for every survey line. Thesefiles are then used
with the OMG software (weigh_grid) that is used to gpply these coefficients and to grid the
dataset in order to create aDTM of the data.

Theflowchart of Figure 72 summarizes the methodology described in this chapter.
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Figure 72: Flowchart of the Ref_Clean method. The dashed path is the approach using

the transit time and beam angle.

7.9. EXTERNAL ERROR SOURCES
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A series of errors externa to refraction problems affect multibeam soundings. In this section
we look at the consequences of the presence of such errors on the gpplication of the method
proposed here. We distinguish the verticd errors, the rotationa errors, the errors induced by
an imperfect patch test and the erors in the swath itsdf (amplitude/phase trangition and

penetration artifacts).

7.9.1. Vertical Errors

Different kinds of vertical errors can be present in multibeam soundings. They can be due to
an imperfect tidd reduction or problems with long period heave. These erors induce an
erroneous vertica digplacement of the swath.

It affects the method proposed herein the following way:

- For the pardld lines comparison, the vertica displacement is present in the average nadir
depth computed in each segment. These three average nadir depths being taken as references
to adjust the swath of the middle line, an error in one of these three vaues leads the method to
output erroneous refraction coefficients. These coefficients adjust the swath of the middlelinein
order to make it fit as smoothly as possible to the trend between the three nadir average
depths. Before gpplication of the method, if there is a tidd problem, there will be a step

between the uplifted swath and the others. After processing, this false step is smoothed but is
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dill present. More importantly this will result in an inappropriate sdlection of refraction
coefficients (see Figure 73).

- For the crossing line comparison, the offset found between the two average profiles gives
an edtimation of the vertical error present (see 87.5.4). The two profiles are however brought
together for the edtimation of the refraction coefficient. The verticd eror due to tide
imperfections therefore does not interfere with the gpplication of the refraction remova

method. It resides in the processed data as it was before processing.

1. Three lines with a vertical error in the middle
—— line and with a slight refraction artifact.

2. DTM of'the raw data of 1.

3. Application of the method on the three line.
The three swaths are deformed in order to fit the
two segments of lines.

4. DTM of the processed datain 3.
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Figure 73: Effect of the application of the proposed method onto a line affected by a
vertical offset in the context of crossing lines. The method smooths the step but

does not remove it.

7.9.2. Rotational Errors

Roll bias is dso sometimes present in multibeam data 1t occurs under different
circumgtances such as after an imperfect paich test or during and after a strong turn of the
vessel with a motion sensor that does not account properly for laterd acceerations. It can be
observed as a tilt of the swath with respect to the neighbour lines. One end of the swath is
higher than the end of the neighbouring swath and the other end lower (see Figure 74). Itisa
big hindrance towards the success of the method because the rall error is not symmetric with

respect to the vertical axes a nadir.
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1. Three lines with a roll bias affecting the

R
/:——_‘_—————1 middle line

4’\/.#""’:—‘&"‘“-—_.— 2. DTM created with the datain 1.

3. Application of the method, the swath of the
middle line cannot be adjusted to the dashed
line.

4. DTM of the data in 3. No improvement with

M respect to the DTM in 2.

Figure 74: Effect of the application of the proposed method onto a line affected by a roll

offset. The method is inefficient to perform correctly in this case.

A SSP gpplication symmetricaly affects both sdes of the swath, and thus no refraction
adjustment can make the swath fit better with its neighbours. The presence of roll bias in the

data prevents the method from operating correctly. The roll bias stays in the processed data.

7.9.3. Imperfect patch test results
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An imperfect cdibration of the echosounder generates four kinds of errorsin the data: aroll
offset, a pitch offsat, agyro offset or/and atime delay.

The case of the roll bias has been examined in the previous paragraph (see §7.9.2). A pitch
offset, a gyro offsat and atime ddlay create horizontd shifts of different kinds. The horizonta
shift of apitch offset is depth dependent. The horizontal shift of a gyro grows with across-track
distance and is a displacement about the nadir of the swath. The horizontal shift of atime dday
isan dong-track displacement independent of the depth.

The consequence onto the find data of such horizonta offsats is that the data from different
pardld lines do not maich with each other. As wel for crossng lines the data thet redly
intersects the other line is not exactly at the location of the intersection. These horizonta offsets
interfere in the method when the paralld lines are segmented (the data to be compared do not
match perfectly) and when the average profile of the crossng lineis computed.

However the horizontd displacements are very smal assuming a reasonably flat seafloor
compared to the number of swaths averaged in both cases (pardld and crossing lines) and to
the width of the sweth; it does not have then a noticeable effect on the refraction coefficients

computed.

7.9.4. Depth errorsin the swath

- Variable qudity from amplitude and phase detection
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As the grazing angle increases from nadir to the outer beams, the amplitude of the sgnd
becomes weaker and i stretched over a longer period of time making the bottom detection
less accurate. At this time, the bottom detection dgorithm is switched from the amplitude
detection onto a phase detection dgorithm. At the trangition, the datais noisy and many spikes
are present. The amplitude solutions are at their poorest and thus tend not to match with the
fird phase detection. This random noise is filtered out by the averaging over the number of

pings. It does not affect the method used.

- Penetration artifacts

The acoudtic pulses transmitted near vertica incidence often penetrate the seafloor as well
as being reflected at its surface. Such effect occurs in very low impedance bottom types. The
results of this phenomenon are manifested as dips in the sounding solutions of the nadir area of
the swath.

These two artifacts, which do not occur systematicaly for dl the pings, do not interfere
noticesbly in the gpplication of the method proposed here. This is because the computation of
the average nadir depth is made over the 30 middle beams and the average profiles are made
over alarge number of swaths. Only large anomdies can thus influence the average significantly

and these should have been removed in the data- cleaning phase.
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- EM1000 “Hump” artifact

This is aSimrad EM 1000 specific mafunction. This sonar is used for the example of an
gpplication of REF CLEAN on a red dataset in the next chapter. For every individua
transducer array, each beam-pointing angle deviates from the design angle by a smdl shift. The
manufacturer normally measures these shifts in controlled conditions and a cdlibration table is
used on board the vessel to compensate for these deviations. In the case of the EM1000 on
the F. G. Creed the cdlibration table used for some surveys was not gppropriate resulting in a
characterigtic angular digtortion to the across track profile. This resultsin the near nadir detects
come in about 1.25% too shallow with respect to the outer swath detects. It produces a swath
pardld artifact observable in a square uplift of the central part of the swath. It can be corrected
by a sysematic upward angular rotation of dl outer swath beams. The angular shift was
empiricaly esimated through averaging of large volumes of data on near flat seafloors.

In our case this atifact will reduce the efficiency of REF CLEAN. These errors are

present in the average swath used to generate refraction coefficients.

7.10. SOFTWARE DESCRIPTION
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7.10.1. General Description

The source code is written in C++. The software has been developed on a UNIX
workstation Silicon Graphics. The software written by the author relates to the OMG software
by the mean of ACSCII files outputs of the program rational OMG.c. The software devel oped

generates aswell ASCII files usable by the OMG software.

7.10.2. Written Code

The programs developed by the author are the following:

Ref_Clean main modules.

paral find.c 540 lines
para2_adjust.c 597 lines
crossl find.c 255 lines
cross2_grid.c 282 lines
cross3_adjust.c 526 lines

Refraction research programs.

angle.c 210 lines
apply_svp.c 109 lines
griding.c 158 lines
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real_ref.c 176 lines
refraction.c 58 lines

Programs adapted from the OMG source code rational OMG.c:
depth_to_twttOMG.c 101 lines

extractionOMG.c 200 lines

7.10.3. CPU time

The times given below correspond to the gpplication of Ref_Clean to the specific case of
the multibeam data acquired in Saint John harbour in June1994.
Step #1: Extraction from the merged files: 35 min for 42 lines (50 sec by line).
Step #2: Computation of the coefficients (pardld lines case): 1 hour 35 min.
The 42 lines of the dataset have an average of 6000 pings of 60 beams. Each line
takes an average of 2 min 30 to process.
Step #3: Computation of the coefficients (crossng lines case): 2 hours 27 min.
There are 201 intersections where a SSP is computed. This gives an average of 43 sec
by intersection.

Step #4: Griding of the datawith the coefficients computed: 16 min.
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All the methodology described in this chapter is gpplied to an actud dataset in the next

chapter.
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CHAPTER 8- RESULTSAND ANALYSIS

The Ref_Clean tool is gpplied in this chapter onto a multibeam survey that was carried out
in the Bay of Fundy. Firdt, we present the actud dataset. The focus of the discussion is then
gpplied to extracting information about the oceanography of the area from the different physica
measurements taken during the survey. Then the Ref_Clean method is gpplied to this dataset;
each ep is detailed separately. Findly the results of the two approaches are shown, quantified

and andlyzed. Recommendations conclude thislast chapter.

8.1. PRESENTATION OF THE DATASET USED

In this part, the method described above in Chapter 7 is applied on a red multibeam
dataset. The survey chosen has been carried out for the Canadian Hydrographic Servicein the

approaches of the Saint John harbour (New Brunswick) in June 1994, see Figure 75.
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Figure 75: Location of the dataset used.

The multibeam echosounder used is a Smrad EM 1000 [Simrad, 1992]. It is mounted on
the hull of the swath vessel CSS Frederick G. Creed. The area surveyed is 13 km long and 5
km wide. The area is rather shallow; the seafloor lies below 10 to 60 meters of water. A sun
illumination of the DTM is presented in Figure 76. The illumination is done from an azimuth
orthogond to the survey lines to outline the refraction artifact. The topography is relatively flat
except for three main aress:

1- one mgor rotational dump deposit from a nearby dumpsite (on the upper right hand side
North East corner),

2- asaries of minor scattered rocks (on the lower right-hand side South East corner)

4- aseries of dripes (going across the navigation NE-SW) in the centre of the survey area.
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Because of the flatness of the sedfloor, the refraction artifacts that corrupt the dataset

appear very clearly aslong sripes in the overlgpping areas between the survey lines.

pLbm

Figure 76: Multibeam survey off Saint John (NB) harbour (CHS - Smrad EM1000 -
June 1994). This picture shows the data without any refraction post-processing.

Note the refraction artifact (stripes parallel to the survey lines).

8.2. OCEANOGRAPHIC CONSTRAINTS
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A study of thelocal oceanography must be done beforehand in order to constrain the shape
of the likely SSP correction. In this survey, sx SSPs have been taken at different locations of

the area and at different days. The Figure 77 shows the SSPs geographic distribution.
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Figure 77: Location of the actual SSPs in the survey area and the lines on which they

have been applied.

The survey is located in a very complex oceanographic area. The Bay of Fundy has the
highest tidd amplitude of the world. The tidd curents are therefore very large. The survey is
located off Saint-John harbour where the Saint-John River joins the Bay of Fundy. There is
then fresh water running out of the river during a fdling tide disturbing the sdinity of the area

The survey however was conducted in June, which is not atime of mgor water flow from the
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Saint-John River. A discontinuity front between the two different water massesis present in the

area. and moves with the tidal currents.

Figure 78 shows the times during the day and within the tidal cycles a which the sx SSPs
have been recorded. It shows as well the actud shape of these six SSPs. The fluctuations of
the sound speed in dl these graphs do not exceed 1mVs. They have various shapes and cannot

be correlated with any of the following factors:

- Time of the day: there is no obvious difference between the SSPs taken early in the
morning (SSP2, SSP4 and SSP5) later in the morning (SSP6) or around midday (SSPL,

SSP3).

- Pogtion in the tiddl cycle: no difference either between the SSPs taken at the flood (SSP2,
SSP4, SSP5 and SSP6) and those taken at the ebb (SSP1, SSP3). All the SSPs have been
taken a an intermediate tide level. The amplitudes are between 4.5 metres and 6.35 metres. A
SSP taken a the highest or the lowest water level would have probably had characteristic
features. Such a watermass may have been present and be the cause of some of the problems

The low SSP frequency prevented us of seeing it though.
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There is not much oceanographic information that can be derived from the actud SSP
profiles. The sound speed variations of the SSPs are amdl, they do not exceed 1 nvs.

Therefore no congtraints can reasonably be put onto the SSP correction modd.

The refraction artifacts can be explained then by a great variability of the sound speed in

time and space. The samples that we have at different times during the day and during the tidal

cydeare not sufficient.
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Figure 78: Shape of the six SSPs and their position in the graph of the tide variations

during the survey time

8.3. APPLICATION OF THE METHOD
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8.3.1. Data format conversion

Fird, with extraction_OMG (see 87.1), the datafiles of the survey lines are converted into
the Ref_Clean format. This operation creates three files for each survey datafile: a bathymetric
file, anavigation file and a boundary file. From these files, we are now ready to proceed to the

egimation of refraction coefficients.

8.3.2. Paralld lines case

The fird case is the case of pardld lines. As described in the §7.4 each survey line is
decomposed in segments having two paralel segments on each sde (from the two pardléd
survey lines). The centers of each of these segments (463 points) can be seenin Figure 79 with
the ship navigation. Notice that the outer lines do not have any black dots. The reason is that

they have only one neighbour line and the method cannot be gpplied to them.
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Figure 79: Navigation of Saint John dataset. The black dots are the centre of segments

of the survey lines where the estimation of refraction coefficients is conducted.

The software is run in two sequences in the syntax written below.

paral findlinelline2 line3

para2_adjust infoline2 infoswath2

8.3.3. Crossing lines case

The second case is the case of crossing lines. As described in the 87.5 the dgorithm looks

for every check-line (saven check-lines in this case) the intersection points with al the other

survey lines. The intersection points (233 points) found can be seen in Figure 79 with the
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navigation tracks. Notice that a few intersections seem not to have been detected; they have
been regjected due to the condition of difference in heading (within £30° from the orthogond)

between the two crossing lines that is not fulfilled.
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Figure 80: Navigation of Saint John dataset. The black dots are the intersections
between parallel survey lines and crossing check-lines, refraction coefficients are

estimated at each of these locations.

The software runs in three sequences in the syntax written below:
crossl find filel file2 (filel isthe check line)
cross2_grid crossingfilelfile2

cross3_adjust crossingfilelfile2
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This sequence generates a file cdled line2.ref_coeffs or adds the computed coefficients
into the exiding file if it is the case. The codfficients are sorted by ping number after the
goplication of the method so the crossing lines coefficients are put in the correct place among

the pardld lines coefficients.

8.3.4. Computation of the Roughness

The method loses its efficiency when the average profile contains noise coming from natura
features. This occurs when the seafloor presents a rough topography, which is not removed by
the averaging. As explained in the 87.6, the refraction coefficients are weighted with a
roughness coefficient. There are two roughness coefficients (along and across-track) for each
segment of every survey line. This detais gridded. Figure 81 and Figure 82 show the across-
track and along-track roughness grids.

The main characteristic of Figure 81 is the pesk of across-track roughness at the North
East corner of the area. It corresponds to the dump deposit that shows up on the DTM in the
Fgure 76.

The Figure 82 shows the digtribution of the dong-track roughness computed. The maor
rock outcrop noticed on the North East corner is dso very gpparent in this picture. In addition,

however, it can be noticed on Figure 82 a high dong-track roughness region pardld to the

176



direction of the survey lines. It covers the area mapped by the survey lines acquired during one

particular day of the survey (June 7).

Figure 81: 3d graph of the gridded geographic distribution of the across-track

roughness for each segment of the survey lines.
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Figure 82: 3d graph of the gridded geographic distribution of the along-track roughness

for each segment of the survey lines.

In Figure 83 the histograms of the heave of the vessd at each ping of the sonar are plotted
for the four days of the survey (from June 6 to June 9). One can eadily notice that the heave
recorded during June 7 has a histogram with a large amplitude. The standard deviations of
these histograms are displayed in Table 1. The heave was stronger this day and probably due
to imperfections in the motion sensor, it produced residud heave-related artifacts in the data
We have then less confidence in the data because of the presence of noise from the strong
heave and an gppropriate weight on the SSP corrections is then justified. However if the heave
resduas have a zero mean it does not influence the computation of the roughness and then
does not interfere with REF_CLEAN. These heave residuals can be seen in the data, see

Figure 84.
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Figure 83: Histograms of the heave measurements for each of the four days of the

survey. Note that the histogram for June 7 is more spread out than the three

other days.

Table 1: Standard deviations of the four histograms plotted on Figure 83 above. The

histogram of the heave measured on June 7 has a much larger standard

deviation than the histograms of the three other days.

June 6

June?7

June 8

June 9

s (m) 1.64

6.58

1.66

1.33
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profile #2 e

Figure 84: Heave residuals between June 7 and June 8. The upper part of the image
corresponds to the data collected on June 7 and the lower part to the data from

June 8. The heave residuals are stronger on the profile #1 than on the profile #2.

The two sets of roughness coefficients have been computed. Then, they are averaged
together to obtain the find roughness coefficients that are used to weight the gpplication of the
SSP correction. A histogram of the roughness coefficients computed for this area is plotted

below in Figure 85. Notice on this plot a pesk around a roughness vaue of 0.2. This vadue
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corresponds to the intringc noise in the system. A certain number of higher roughness data are
scattered from 0.5 to 5.0. These vaues come from topographic roughness in the data. They
are the values where the amplitude of the refraction coefficients applied needs to be reduced

because these coefficients have been biased by the presence of this roughness.
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Figure 85: Histogram of the roughness coefficients in the Saint John dataset.

8.3.5. Refraction coefficients

The optimisation agorithm is gpplied in order to adjust the average swath at each location

on the maps above. As explained in 87.8, this operation generates for each survey line afile of

refraction coefficients.
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A specid case occurs when one pardld line is composed of two (or more) survey lines.
The survey lines have to be processed separately and the final coefficients written and sorted in

the samefile. Figure 86 illudratesthis case.

line2 5 Meele— e i L L e e e L R
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Figure 86: Case of a parallel line broken in two survey lines.

The dgorithm runsin this case with the following series of st of three lines:
For line26: line25 line26 line27

line25 line26 1ine28

For line27: [ine26 line27 lined4
For line27: [ine26 1ine28 lined4
For lined4: [ine27 lined4 lined5

[ine28 lined4 lined5

An example of a coefficient file is displayed below in the Table 2. Notice the null

coefficients for thefirst and last ping.
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defines a synthetic two-layer SSP correction, which will be applied to the data at

the location of the ping number.

Table 2: Example of a refraction coefficient file for a survey line. Each row of this table

Pi ng Transduce Sur f ace Layer Di scontin
number of r depth (m speed depth (m uity
the line correction anplitude

(m's) (m's)
1 2 0 5 0

164 2 2.572 5 0. 200

358 2 0.523 5 2.164

474 2 0.941 5 0.870

724 2 1.069 5 1.505

771 2 0 5 -1.070

1404 2 -1.014 5 -2.961

1925 2 3.090 5 -1.537

2416 2 0. 309 5 -2.228

2759 2 4,179 5 -1.327

3418 2 -0. 585 5 -2.128

4325 2 -0.692 5 -2.676

5223 2 0 5 0

These coefficients are now anadyzed geographicaly. At each coefficient corresponds
|atitude and longitude. The results in surface sound speed ¢ and in the sound speed ¢, of the
second layer of the synthetical SSP are displayed for the two different gpproaches in the four

figures below.

8.3.5.1. First approach: SSP correction
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Figure 87: distribution of the surface sound speed c,, corrections to the actual SSPs.
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Figure 88: distribution of the sound speed ¢ of the second layer, corrections to the

actual SSPs.
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8.3.5.2. Second method: new SSP
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Figure 89: geo-distribution of the surface sound speed ¢,, equivalent SSP.
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Figure 90: geo-distribution of the sound speed ¢, of the second layer, equivalent SSP.
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8.3.5.3. Andysis of the digtribution of the refraction coefficients

A few remarks come out from the four figures above (Figure 87, Figure 88, Figure 89 and

Figure 90):

The values of surface sound speed ¢, have much larger variationsin amplitude than the
values of ¢. The four graphs have the same scade the 3D graphs of ¢ gppear very flat

compared to the graphs of co.

In the correction values of ¢, two different zones can be digtinguished in the Figure 88:
a zone of negetive ¢, for the 7 most northern lines. All these lines have been run during the first

day of the survey, June 6. The rest of the nodes for the other days have positive values.

The equivaent ¢, vauesin Figure 90 are dl negdtives. They vary however depending
of the location and the time of acquisition. You have higher vaues of ¢ in the North West of
the area and lower valuesin the South Eagt. This revedls the presence of different structures of

the water column in time and space.
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8.4. RESULTS

Once we have dl the coefficient files, we can proceed now to the creation of DTMs. The
firss DTM is created with the initid survey SSPs. The second DTM is made with the same data
but with the refraction correction coefficients computed with the first gpproach of the
Ref_Clean tool. The third DTM is redized from the files crested by the depth_to_twttOMG
program with the refraction coefficients computed with the second approach of Ref_Clean (see
Figure 72). To have a better understanding of the impact of the method on the data, three
cross-sections are aso taken and looked at. In this section, we compare these three DTMs

and the three cross-sections for the different gpproaches.

8.4.1. DTM comparison

The DTMs are decomposed in three parts in order to have a closer look to the results of
the Ref_Clean tool. These three parts are shown beow in the three next pages (Fgure 91,
Figure 92, and Figure 93). These pictures are in fact a sun illuminaion of the DTMs. The
azimuth in which the sun illuminates the data has been chosen orthogond to the direction of the
pardld lines in order to emphasize the relief pardld to the survey lines (such as refraction

artifacts).
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On the three pictures, it can be noticed that the Ref _Clean tool operates correctly and
reduces the amplitude of the long stripes that appear in the overlgpping areas of the survey lines
in the top parts of the three figures.

However afew remarks need to be made about these pictures:

1- Notice that some atifacts gill gppear at the extremities of the survey lines. These
artifacts are not refraction artifacts but cornering effects (roll or depth biases) due to an
imperfect motion sensor, which needs a certain delay of time to settle down after the strong
motions involved during the turn just achieved (see §7.9.2).

2- Aswel some locd artifacts seem to Say after applying the method at different placesin
the area. These artifacts are again due to imperfections of the motion sensor. It is sendtive to
turns made by the helmsman to correct an offset of the ship from the straight planned survey
line.

3- New very thin stripes gppeared on the results of the second approach with the whole
new SSPs. An eventud explanation could be that by using the second method we apply quite
strong refraction coefficients to bring the data computed with a sound speed of 1500 m/sto a
reasonable sound speed vadue. This vdue can be quite different from 1500 m/s. The
computations may introduce digtortions in the outer most beams, which are the mogt sengitive

beams and generate these thin tripes.
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Figure 91: Results for the western part of the survey area. Top image: initial data with

the actual SSPs taken during the survey. Bottom left: results of the first
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approach (corrected SSPs) Bottom right: results of the second approach (new

SSPs).

190



Figure 92: Results for the central part of the survey area. Top image: initial data with

the actual SSPs taken during the survey. Bottom left: results of the first
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approach (corrected SSPs) Bottom right: results of the second approach (new

SSPs).
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Figure 93: Results for the Eastern part of the survey area. Top image: initial data with

the actual SSPs taken during the survey. Bottom left: results of the first
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approach (corrected SSPs) Bottom right: results of the second approach (new

SSPs).
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8.4.2. Profile comparisons

Three different cross-sections of the source soundings are taken orthogondly to the parallel
lines at different depths. These profiles show, in a clearer way than with the DTMS, the effects
of the Ref_Clean tool onto the shape of the swaths (see Figure 94, Figure 95 and Figure 96).

One can notice from these three figures that the Ref_Clean tool flattens the across-track
profiles of the survey lines to make them aigned with each other resolving in this manner the
refraction problems.

The shdlowest profile (Figure 94) presents upward refraction artifacts when the two other
profiles (Figure 95 and Figure 96) have downward refraction artifacts.

It can be seen on these figures that when aroll bias or a depth error affects the survey line

the gpplication of Ref_Clean does not improve the Situation (see External Errors 87.9).
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Figure 94: Profile A (shallowest area see its location in the map at the top of the page).
The three profiles below show how the Ref_Clean tool changes the shape of the

swaths with the two approaches considered.
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Figure 95: Profile B (intermediate area, see its location in the map at the top of the
page). The three profiles below show how the Ref_Clean tool changes the shape

of the swaths with the two approaches considered.
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Figure 96: Profile C (deepest area, see its location in the map at the top of the page).

The three profiles below shows how the Ref_Clean tool changes the shape of the

swaths with the two approaches considered.
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8.5. ANALYSIS

8.5.1. Cornering effects

The echosounder EM 1000 used for this survey was interfaced with a TSS 335B motion
sensor. This instrument provides to the echosounder the motion attitude of the vessd (i.e. rall,
pitch, heave and gyro). An investigation of the roll and heave errors present in the Frederick G.
Creed — EM 1000 when using a TSS-335B motion sensor [Hughes Clarke, 1993] reved s that
a the surveying speed of 16 knots:

1/ the vessd after completion of a turn needs 3 minutes prior to start of line to be steady on
course and

2/ it requires an extremedy gentle line keeping.

In the dataset of Saint John harbour, such roll and heave biases can be observed at the start
of the survey lines. Figure 97 shows two profiles taken across a few survey lines a each
extremity of the surveyed area. In the profile #1 on the Ieft, a few lines are dternatively one
metre above and one metre below the previous one. It shows that the starts of these lines are
affected by a heave bias of approximately one metre. In profile #2 a few lines show a rather

pronounced roll bias.
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Profile 2

Figure 97: Roll and heave biases occurring at the extremities of the survey lines. Two

profiles taken on each sides of the surveyed area show these artifacts.

gy w
W{Wﬂ» g

i i a
= 140 200 300
Time (s}

203



Figure 98: Graph of the heave versus time at the beginning (t=0) of two survey lines.
There is a positive bias followed by a negative bias before a stabilisation around

a Zero mean.

The heave for the gart of two of these lines is plotted with respect to time on Figure 98.

The heave bias is positive then negative before coming back to a zero mean vadue.

8.5.2. Local rall artifacts

The second recommendation from [Hughes Clarke, 1993] about an extremely gentle line
keeping is aso judtified. A roll bias is induced in the data when the vessd goes away from a
draight navigation and executes long period maneuvers. In the St John dataset, this event
occurred on severa occasons. A closer look into the data shows the roll bias that has been
induced. On Figure 99 we see the example where the vessdl has redlized a perturbation around

adraght line. Three profiles show that aroll bias follows the oscillation of the ship.
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Profile #1 Profile #3

Figure 99: Roll biasin a survey line. The vessal dides away from a straight navigation.

These artifacts cannot be reduced by the refraction artifact minimisation method that has

been described. They are expected therefore to remain after the application of this method.

8.5.3. Correction of artificial errors

An experiment has been run on the same dataset to test the performance of REF_CLEAN.
An SSP modd has been gpplied uniformly over the whole dataset. This SSPis condtituted by a
sound speed discontinuity of 10 metres at the depth of 5 metres. This creates strong refraction

artifacts in the data that can be seen in the Figure 100.
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Figure 100: Sun-illumination of the original DTM (Figure 76) on which an additional

sound speed discontinuity of 10mv/s at 5m has been added.

REF_CLEAN is gpplied in the same way as described above for the origina dataset.

Theresaulting DTM is displayed on the Figure 101:

Figure 101: Sun-illumination of the DTM generated with the refraction coefficients

output from the application of REF_CLEAN on the DTM on Figure 100 above.
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Figure 102: Histograms of the coefficient c, generated by the application of
REF_CLEAN on the original dataset (in black) and on the dataset degraded with

a 10 m/s additional discontinuity (in gray).

The strong refraction artifacts have been removed. The Figure 102 compares the hisograms
of the coefficient ¢, generated by the first gpplication of REF_CLEAN on the origind data and
on the DTM atificidly degraded. The two histograms are 10 m/s apart. Thisis a experimenta

evidence of the good performance of REF_CLEAN.

8.6. QUANTITATIVE EVALUATION OF THE PERFORMANCE OF THE METHOD
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8.6.1. Paralld lines

In this section, our god is to evauate the good performance of the method in a quantitative
manner. In order to do this, we compare how the pardld lines match with their neighbouring
lines in the area where the swaths overlap. Thisis done for the origina data and the results of
the 1% and 2™ approaches. These three cases are compared with each other. The

methodology follows the different steps listed below:

Step #1: Generation of two DTMs, in which has been gridded every second pardld line.

Step #2: Smilar generation of two DTMs with the data corrected by the first approach
(correction of the survey SSPs).

Step #3: Similar generation of two DTMs with the data corrected by the second approach
(generation of SSPson top of asmilar reference flat SSP).

Step #4: In each of these three couples of DTMSs, the two DTMs are subtracted from each
other. The DTMs resulting from these differences represent how well the lines are fitting with
each other.

The methodology isillusirated in Figure 103.
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Figure 103: Illustration of the methodology to quantify how well the parallel lines fit

with their neighbours. The lines are gridded every second parallél lines and the

two DTMs obtained subtracted from each other.

Step #5: The higograms of the difference DTMs are then plotted (see Figure 104). The

mean and standard deviations are computed (listed in Table 3).
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Figure 104: Normalized histograms of the difference DTMs computed to quantify the

performance of the method in the parallél line case.

Table 3: List of means and standard deviations of the difference DTMSs in the case of

paralld lines.
Origind Data 1% approach 2 approach
Mean 0.0679 0.0489 0.0978
Standard Deviation 0.4888 0.4206 0.3900

From these results, we can see that the standard deviations of the difference DTMs

generated from the processed data are smdler than the stlandard deviation of the difference
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DTM of the origind data. The outer parts of the swaths in the overlapping zones then fit better
together after application of Ref _Clean. It is an evidence of the good performance of the
method.

It can be seen as wdll that the standard deviation of the second approach is smaller than for
the first gpproach. This indicates that the second approach is more efficient than the firg to

reduce refraction artifacts.

8.6.2. Crossing lines

In the crossing line case, we want to compare how well the nadir beams of the crossing
lines fit with the rest of the survey. In order to do that, we grid the nadir beams of the crossing
lines and we subtract the DTM obtained to the DTMs of the original and the processed data

for the two approaches (see Figure 105).

DTM I (crossing line) DTM I {(crossing line)
DTM2(parallel lines) DTM2(parallel lines)
T - - Do - :

IR W T W S R LR

DTM2-DTM1 DTM2-DTMI
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Figure 105: Illustration of the methodology to quantify how well the crossing lines fit
with the other survey lines. The DTM containing the nadir of the cross-linesis

subtracted to the original data and the processed data.

The results of the gpplication of this methodology on the data from Saint John harbor are
plotted in Figure 106. The means and standard deviations of the three difference DTMs are
liged in Table 4. The results are Smilar to those from the case of the pardle lines, the highest
gstandard deviation comes from the origina data. The second approach seems to be giving
better results than the first one. This is again an evidence of the good performance of the
Ref_Clean tool. However, it seems that there is less difference between the standard deviations
of the origind data and of the processed data than in the pardld line case. This would indicate

that the processing of pardld lines gives better results than the processing of crossing lines.
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Figure 106: Normalized histograms of the difference DTMs computed to quantify the

performance of the method in the parallel line case.

Table 4: List of means and standard deviations of the difference DTMs in the case of

paralle lines.
Origind Data 1% approach 2" approach
Mean 0.0901 0.0070 0.0397
Standard Deviation | 0.3881 0.3776 0.3590
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8.7. RECOMMENDATIONS FOR FUTURE SURVEYS

The proposed methodology is congtrained by the acquired survey line geometry. In this
section recommendations for future surveys that will make this method as efficient as possble
are presented. Recommendations are made for pardld lines, crossing check-lines, line gpacing

data overlgp and finaly the SSP distribution.

8.7.1. Paralld lines

A line can be processed only when there are two pardld lines on both sides of it. The best
configuration is a continuous network of pardld lines, only the two lines on the two extremities
cannot be processed.

The section of the line that is workable is the section where there is data on both Sdes. The

optimd Stuation then isto have three lines of approximeately the same length.

8.7.2. Density of check-lines

The crossing check lines bring extra information. They are not necessary to have afull

coverage of correction coefficients over the survey area. However, the generation of refraction
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coefficients a aline intersection location is not affected by vertica offsets that could be present
(see 8§7.9.1). Therefore, a regular digribution of crossng lines over the area brings extra
information thet is good to be taken into account with the results coming from the pardld lines
andyds. A comparison of crossng lines to pardld line is a useful indicator that the method is

working properly.

8.7.3. Line spacing and data overlap

Another important parameter is the distance between the pardld lines. The optimal overlap
that can be achieved is 200% coverage; when the outermost beams of the current line go over
the nadir beams of the previous line. The closer the lines are from each other, the closer the
segment of line joining the average nadir depth of the pardld linesis from the red dope of the
segfloor.

However, if the overlap becomes larger than 200%, the lines are too close to each other. In
this case, the way to use Ref_Clean congsts of using the nadir data of the second pardld lines

ingtead of the first pardld lines

8.7.4. SSP distribution
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A dense digtribution of SSPs alows a better addition of the refraction artifactsin red time.
If it does not reduce it enough, it gives ussful information about the oceanography of the area,
which helps to condrain the shape of the SSP correction that we are looking for in post

processing.
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CHAPTER 9- CONCLUSION

Refraction artifacts, like other artifacts, degrade the results of hydrographic surveys. The
removal of such artifacts increases the usable information provided by the multibeam data. The
objective of thisresearch is to provide a good tool capable of reducing the impact of refraction
artifacts on multibeam data

In the first section, numerical models have been developed to study the shape of refraction
artifacts generated in the water column by a sound speed discontinuity as well as by a surface
sound speed inappropriately monitored at the face of the sonar transducer. The refraction
artifacts caused by a surface sound speed discontinuity are analyzed for different transducer
configurations (a curved array, a fla array, a roll-sabilised flat aray, a dud flat array and a
dud flat array roll-stabilised) as well as for angle and varying roll angles. With the knowledge
of the time series of the roll and the surface sound speed errors of a multibeam dataset, the
numerical models can replicate the shape of the corresponding refraction artifacts and it can be
subtracted from the multibeam data

Before building the refraction tool itsdf, afew preiminary studies had to be carried out. The
results of these preiminary studies are listed below. (8) The comparison between a synthetic
SSP modd with a step function and another with a linear gradient indicated that the two SSPs
provide equivalent results. The step SSP is lighter computationdly, it is thus adopted as the

correction mode. (b) It has been proved than from the four variables that define a step SSP,
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only two are needed to define a unique shape of refraction artifact. (c) It has been proved that
the successive application of SSPs is equivaent to the gpplication of the sum of these SSPs
and islighter computationdly.

The refraction tool Ref_Clean uses the nadir part of the survey lines as references for a
refraction-free depth. Step SSP. corrections, defined by only two variables, are computed by
comparing the swath of survey lines with the nadir part of the surrounding lines. Two Stuaions
are invedtigated. In the stuation of three parale lines, loca corrections are generated a
different intervas dong the navigation. The swath of the middle line is compared with the nadir
depth of the two pardld lines. In the Stuation of crossing lines, one correction is generated at
each intersection. The swath of the line crossed is compared to the nadir profile of the crossing
line.

These computations are redized not only on the data aready processed with the measured
SSPs but aso with the data free of any SSP gpplication (trangt time and beam angle in an
average homogeneous water column 1500 nvs).

In the absence of a better method for measuring the SSP under way, this tool provides a
better imagery of the seafloor for geoscientists and cogt effective means of handling nontcriticd
survey projects (pipe-lines, cable route, fisheries habitats). Perhaps with appropriate caveats
(200% coverage and a large enough number of check lines) this tool can be accepted for
rigorous hydrographic surveys. It dso makes the results of successve survey comparisons

much more useful.
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