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Abstract 

Refraction artifacts are often present in shallow water multibeam surveys and can degrade 

the quality of the final product if they are not adequately addressed. This thesis consists of the 

implementation of a systematic analysis and correction software package that addresses 

refraction artifacts in a post-processing context. 

The methodology consists of the estimation of the variation in the water sound speed 

distribution, by using the information given by the multibeam dataset itself. This is done by the 

evaluation of the appropriately modeled Sound Speed Profiles (SSP), which is applied either in 

addition to an already existing SSP, or applied directly to the raw data. Refraction errors are 

most developed in the outer parts of the survey line coverage. The software developed takes 

advantage of this observation by utilising the nadir data because they are almost unaffected by 

refraction errors. Two methods of analysis are considered in this study. The first method uses 

two neighbouring parallel lines to generate corrections. The second uses the crossing check 

lines.  

Both methods are used to evaluate the refraction coefficients of a two-layer SSP model, 

which, when applied, should bring the outer parts of the survey line as close as possible to the 

real seafloor (as observed at nadir). 

The software developed is tested on an actual multibeam dataset. This data has been 

acquired off Saint John Harbor (NB) with a SIMRAD EM1000 sonar. The application of the 

new post-processing tool reduces refraction artifacts. The reduction of such artifacts improves 
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the extraction of useful information contained in the multibeam data. The method used allows as 

well the computation of correction SSPs that provide characteristics of an equivalent water 

mass. 

 

Résumé 
 

Les artefacts de refraction sont souvent présents dans les levés multifaisceaux en eaux peu 

profondes et peuvent dégrader la qualité du produit final si le problème n’est pas résolu de 

manière adéquate. Le projet présenté consiste à l’implémentation d’une analyse systèmatique 

et d’un logiciel de traitement qui réduit les artifacts de réfraction a posteriori. 

La méthode consiste en l’estimation de la variation de la répartition de la vitesse du son 

dans l’eau en utilisant les informations fournies par les données multifaisceaux elles-mêmes. 

Ceci est réalisé par l’évaluation de modèles de profils de vitesse appropriés, qui seront ajoutés 

aux profils de vitesse déja existant ou appliqués directement sur les données brutes. Les 

erreurs de réfraction se développent le plus sur les parties extérieures des fauchées. Le logiciel 

développé profite de cette observation en utilisant les données centrales qui ne sont presque 

pas touchées par les erreurs de réfraction. Deux méthodes d’analyse sont envisagées dans 

cette étude. La première méthode utilise les deux lignes parallèles voisines pour générer des 

corrections et la seconde méthode utilise les lignes orthogonales de vérification. 
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Les deux méthodes sont utilisées pour évaluer les coefficients de réfraction d’un modèle à 

deux couches de profils de vitesse qui devrait replacer les parties externes des fauchées aussi 

près que possible du fond sous-marin réel (comme observé en partie centrale de fauchée). 

Le logiciel développé est testé sur un réel jeu de données multifaisceaux. Ces données ont 

été acquises au large du port de Saint John (NB) avec un SIMRAD EM1000. L’application 

de cet outil de traitement a postériori réduit les artefacts de réfraction. La réduction de tels 

artefacts accroit l’information utile contenue dans les données multifaisceaux. La méthode 

utilisée permet également le calcul de corrections de profils de vitesse qui fournient des 

caractéristiques d’une masse d’eau équivalente. 
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CHAPTER 1 - INTRODUCTION 

 

 

 

Hydrographic surveying uses sound as a remote sensing tool. One of the most advanced 

and effective hydrographic instruments is the multibeam sonar. These systems use sound to 

measure the depth in the ocean. The fundamental data received back by these sonars are, the 

two way travel time of the signal between the transducer and the seafloor and the direction 

from which the echo is reflected. The usefulness of the recovered data depends critically on the 

knowledge one has about the medium that the signal propagates through. The wide variety of 

highly variable physical characteristics of the ocean makes this task a challenge. Among these 

characteristics, the variation of temperature, pressure and salinity affects the speed and the 

direction of sound travelling through the water mass. These effects are called refraction. The 

goal of our research work is to design a new post-processing tool able to correct the 

soundings from the errors induced by refraction. 

The purpose of this thesis is to propose a new technique to improve the data quality in 

regard to refraction artifacts in multibeam sonar surveys. Specifically, we describe the basic 

physics of sound propagation, the characteristics of its propagation in seawater, the way a 

multibeam sonar operates to transmit and receive sound waves, how refraction affects echo 

sounding and what is usually done to reduce the degradation of the sounding caused by 
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refraction. The final part of the thesis is devoted to the methodology, application and results of 

the new refraction tool developed. 

The contributions to knowledge made in this work can be listed as follows: 

A detailed study of the shape of refraction artifacts generated by a wrong monitoring of the 

sound speed at the face of the transducer is presented. Different examples of sonar 

configurations are considered. The dependence of these artifacts with a varying-roll is also 

investigated (Chapter 3). 

The reader will find a review of the methods used to reduce the multibeam soundings with 

the water sound speed in real-time and in post-processing and of existing methods to correct 

refraction artifacts (Chapter 4). 

The elaboration of a simple Sound Speed Profile correction model is presented. It shows 

how an actual SSP can be approximated by a two-layer SSP with a step function rather than a 

gradient function as a thermocline/halocline. The relation between the variables of the SSP 

model and the shape of the artifact is analyzed (Chapter 6). 

The methodology (Chapter 5, Chapter 7) and the application (Chapter 8) of a new 

refraction processing tool are proposed to the reader. This tool allows fully automated 

adjustments of the refraction artifacts present in multibeam datasets. These adjustments are 

based on the assumption that the nadir depths of the survey lines are adequate to be used as 

references for the computation of corrections. 
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CHAPTER 2 - BACKGROUND 

 

 

 Before introducing the new technique for the removal of refraction artifacts, we briefly 

review the theory of sound propagation in seawater. The phenomena that disturb sound 

propagation are investigated. They are the causes of the errors that we want to minimise. The 

mode of operation of multibeam sonar is then described before making a detailed examination 

of how the sound propagation disturbances appear in the multibeam measurements. 

 

 

2.1. NATURE OF A SOUND WAVE  

 

2.1.1. General description 

 

Sound is a phenomena created by a mechanical pressure disturbance in a medium. This 

disturbance propagates itself depending on the mechanical properties (inertial and elastic 

characteristics) of the medium. The propagation lasts as long as other forces have not 

progressively balanced out the pressure disturbance. The actual material that constitutes the 
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medium vibrates as the wave propagates through it. The sound energy is transmitted from one 

place to another by this phenomenon. 

Sound waves propagate as spherical wave fronts, however as the waves become very 

distant from the source they can be approximated by a plane wave. This approximation allows 

us to easily describe the acoustical properties of the medium. 

 

 

2.1.2. Plane and spherical wave equations 

 

Considering the variation in volume, strain and particle velocity of a small volume of the 

medium, during a short time interval, the differential acoustic plane wave equation is established 

as: 

Eq. 1      
2
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Here p is the pressure, B the bulk modulus of elasticity and ρ  the density. 

The spherical case can be obtained if one takes into account the variation of pressure p, in 

the other two directions, y and z: 

Eq. 2      
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This equation describes the relation between the spatial and temporal variations of pressure 

in the medium. The sound wave is completely described by the following relations and 

definitions, 

- The velocity of the propagation of the waves : 

Eq. 3      
ρ
B

c =  

 

The bulk modulus B is a measure of the ratio between the stress and the strain. It is the 

capacity of the material to be deformed by an external force. The density ρ  is controlled by 

the amount of material per unit of volume. The sound speed is directly proportional to the 

ability of the medium to be deformed and inversely proportional to the amount of material per 

unit of volume. 

- The impedance of the medium to the waves: 

Eq. 4      cBZ ρρ ==0  

 

- The particle displacement ξ versus pressure p and velocity u (plane wave case): 

Eq. 5     ),(
),(

),( xtBu
t

xt
Bxtp −=−=

∂
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2.1.3. Solution of the wave equations 

 

The equations are solvable as long as the different variables of the system of coordinates 

chosen are separable. The pressure of a spherical wave radiated by an infinitesimally small 

pulsating sphere in an infinite, homogeneous and isotropic medium will have an equation of the 

type: 

Eq. 6     )(),( krtje
r
A

trp −= ω  

A is a constant determined by a boundary equation, r the distance from the source, ω the 

period and k the wave number [Burdic, 1991], [Tolstoy, 1966]. 

The energy carried by a sound wave is proportional to p2. p is proportional to 
r
1

, so the 

energy is proportional to 
2

1
r

. The energy decreases by the square of the distance to the 

source. This phenomenon is called spherical spreading. 

 

 

2.2. A SOUND WAVE IN THE OCEAN  
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The particular case of sound propagation that concerns us is the propagation of sound 

through water in the ocean and more specifically in coastal waters. In this section, the 

particularities of the propagation of sound in seawater are investigated. 

 

2.2.1. Structure of the ocean as a sound propagating medium 

 

Unlike in the open ocean where the sound speed profile has a predictable and stable shape, 

in coastal and shallow water areas, (continental shelf regions) the sound speed profiles are 

irregular and unpredictable. The velocity of sound (Eq. 3) in seawater depends on three 

characteristics of the seawater: its temperature, its pressure and its salinity. Figure 1 gives a 

schematic representation of the influence on sound speed in coastal waters. 

The temperature  varies with depth due to the penetration of solar energy into the water 

column; with time, on a daily and on a seasonal cycle; and with the weather conditions for 

example overcast versus sunny periods. Geothermal phenomena, currents and tides, also 

locally influence the temperature of the water. 

The pressure  of seawater is related to depth. Seawater is compressible and the density of 

seawater increases with depth (pressure). 

The salinity is measured as the amount of chlorine ions (absolute salinity SA) or as the 

electrical conductivity (practical salinity S). Salinity is highly variable in shallow areas. 

Freshwater river runoff, evaporation (related to the wind and solar heat) and precipitation have 
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a major role in salinity changes. A halocline, a zone of rapid increase of salinity, appears 

between the upper, low-salinity layer and deeper high-salinity layer [Pickard, 1990]. 

 

 

Figure 1: The complexity of the oceanography of coastal watermasses. Many external 

force mechanisms influence the velocity structure [Hughes Clarke, 1999a]. 

 

 

2.2.2. The sound speed equation  

 

Empirical equations for the sound speed, as a function of the pressure, salinity and 

temperature have been established based on a compilation of many measurements [Kuwahara, 
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1939], [Del Grosso, 1952], [Wilson, 1960]. Three recent equations respectively from [Leroy, 

1969], [Medwin, 1975] and [Mackenzie, 1981] are written as follows: 

 

Eq. 7 [Leroy, 1969] 

DSTTTc 22223 106.1)35(2.1)18(104)10(106)10(39.1492 −−− ×+−+−×−−×−−+=  

with 1000  D  0 42,  S  30 ,24.5  T  2 ≤≤≤≤°≤≤  

Eq. 8 [Medwin, 1975] 

DSTTTTc 223422 106.1)35)(1034.1(109.2105.56.42.1449 −−−− ×+−−+×+×−+=  

with 1000  D  0 45,  S 0 ,35  T  0 ≤≤≤≤°≤≤  

Eq. 9 [Mackenzie, 1981] 

313227

23422

10139.7)35(10025.110675.1

10630.1)35(340.110374.210304.5591.496.1448

TDSTD

DSTTTc
−−−

−−−

×−−×−×+

×+−+×+×−+=
 

with 8000  D  0 40,  S  30 ,30  T  0 ≤≤≤≤°≤≤  

 

S is defined as the weight in grams of dissolved solids contained in 1 kg of seawater, 

expressed in parts per thousand (‰). T is expressed on the Celsius scale and D in metres. 

The typical sensitivities of sound speed c, with respect to temperature T, salinity S and 

depth D are [Pickard, 1990]: 
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At T=0°C and S=35‰  c increases by 4.6 m/s for a change in T of +1°C; 

    c increases by 1.4 m/s for a change in S of +1‰; 

    c increases by 1.7 m/s for a change in D of +1000 m. 

 

2.2.3. Refraction 

 

After the general description of sound propagation above, the focus is now brought on how 

a sound wave actually propagates through the water column. This is important for our study 

because it is the source of errors in the propagation of beams from the transducer of a 

multibeam echosounder to the bottom of the ocean and back. 

In the simplest model, the ocean can be described as a layered medium. This means that a 

vertical beam is orthogonal to the layers and that all other angles are oblique with respect to the 

layers. 

First we consider the simple case of vertical propagation i.e. the nadir beams. In order to 

explain how a sound wave is influenced by a sound speed constantly varying with depth, two 

situations are explained: that of an oblique ray crossing (1-) a single sound speed discontinuity 

and (2-) a constant sound speed gradient. In the two cases, we assume we are far enough 

from the emitting source to be able to justify a plane wave approximation. 
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2.2.3.1. Vertical case: harmonic mean and nadir beam stability 

When a sound wave is sent vertically through the water column, it travels through the 

medium at the local sound speed, which is variable. To get a representative value of the sound 

speed in the water column, the concept of harmonic mean sound speed is used. The harmonic 

mean sound speed is the ratio of the total distance traveled by the total time of travel. It is given 

by the following formula: 

Eq. 10     

∑ ∫
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−
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zz

1

0

1
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µ  

where z-z0 is the total distance traveled, [zi, zi+1] is the layer traveled at the sound speed 

ci(z) and N is the number of layers, [de Moustier, 1999]. 

The nadir beams of a multibeam echosounder are emitted vertically from the transducer. A 

change of speed in the water column generates an error in the propagation of these beams. 

These range errors are fairly small; for example, a layer of 1510 m/s  (equivalent to a 2° 

temperature rise) added to the first 10 m of a uniform 1500 m/s water column generates errors 

of 6.6 cm amplitude at a depth of 100 m (0.07% of the water depth). 

The next two paragraphs deal with beams travelling through the water column in a direction 

other than vertical. These beams are deviated from their trajectory by variations of sound 

speed. The angular errors resulting are added to the range errors present and are non-linearly 

increasing with the angle from vertical. 
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2.2.3.2. Oblique incident wave crossing a sound speed boundary 

This paragraph takes its information from the following references: [Brown, 1989], [Kinsler, 

1982], [Urick, 1983], [Burdic, 1991]. The situation is illustrated in Figure 2. 

 

 

Figure 2: Sound speed discontinuity crossed by an incident plane wave [Burdic, 1991]. 

 

The ray directions in Figure 2 are perpendicular to the plane waves described below in Eq. 

11 to Eq. 13. Considering the configuration of Figure 2, the incident wave equation pi is 

expressed as follows: (see the solution of the sound wave equation in §2.1.3) 

Eq. 11    
)

1

sincos(

1),,( c
izixtj

i eAzxtp
θθω +−

=  

As well for the reflected wave pr and refracted wave pt: 
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Eq. 12    
)
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1),,( c
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Eq. 13    
)
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tztxtj

t eAzxtp
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=  

 

Relations between the three different amplitudes (A1, B1, A2) may be found by expressing 

the conditions at the interface of the two layers through the conservation of pressure (Eq. 14), 

continuity of the velocity on the z-axis (Eq. 15), equality and opposition of the reflected and 

incident angle (Eq. 16), and finally Snell’s law (Eq. 17): 

Eq. 14  tri ppp =+  

Eq. 15  ttrrii uuu θθθ sinsinsin =+ , u being the speed. 

Eq. 16  ri θθ −=  

Eq. 17  
21

coscos
cc

ti θθ
=  

 

These conditions lead directly to the following relations between the amplitudes ( iii cZ ρ=  

is the impedance): 

Eq. 18  211 ABA +=  
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Eq. 19  
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Eq. 20  
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Eq. 18 indicates that the incident wave loses some energy at the transition between the two 

layers. Eq. 19 quantifies the amount of reflection observed. Eq. 20 compares the incident and 

refracted amplitude. 

There will be no reflection if B1=0 or if ti ZZ θθ sinsin 12 = . This condition combined with 

Snell’s law (Eq. 17) leads to: 

Eq. 21    
1)/(
1)/(

sin
2

12

2
212

−
−

=
ρρ

θ
cc

i  

This equation is positive because [ ]1,0sin 2 ∈iθ . Eq. 21 is equivalent to one of the two 

conditions in Eq. 22: 

Eq. 22    1
2

1

1

2 ≥≥
c
c

ρ
ρ

 and 1
2

1

1

2 ≤≤
c
c

ρ
ρ

 

The wave goes through the boundary without being reflected and without losing energy. It 

only deviates from its original heading. This is of course the general case for propagation in the 

ocean volume, which is the focus of our thesis. However, a fixed step is a poor model for a 
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real ocean. A closer representation of the ocean may be provided by a linear gradient model 

that is examined next. 

 

2.2.3.3. Oblique incident wave crossing a linear sound speed gradient 

[Brown, 1989], [Kinsler, 1982], [Urick, 1983], [Burdic, 1991] 

 

The discontinuity occurring at a certain depth z is an approximation used to model a strong 

variation of sound speed within a short (but not null) depth range. A better approximation 

would be to model the effect of the thermocline by a continuous sound speed gradient in a non-

null depth interval. Such a gradient could be defined by the following equation  

Eq. 23     gzczc += 0)(   

where c0 is the surface sound speed and g the gradient. 

If we differentiate this equation we get: 

Eq. 24     gdzdc =  

Snell’s law applied in this case gives at a certain depth z: 

Eq. 25     
0

0coscos
cc

θθ
=  

This equation differentiated is written: 
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Eq. 26     
00 cos

sin
θ

θθd
c
dc −

=  

By substituting (Eq. 24) and (Eq. 26) we get the relation between the depth increment dz, 

and the local direction of propagation ?, and its gradient d?. 

Eq. 27     θ
θ
θ

d
g
c

dz
0

0

cos
sin

−=  

A last integration brings: 

Eq. 28     A
g

c
z +−= θ

θ
θ cos

cos
)(

0

0  

This equation defines a circle that has a radius R: 

Eq. 29     
0

0

cosθg
c

R =  

The wave crossing an area where the sound speed varies linearly with the depth has a 

circular trajectory, as shown in Figure 3. 
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Figure 3: Circular trajectory of a sound wave in a sound speed gradient [Burdic, 1991]. 

 

This can then be applied to modeling propagation through a heterogeneous medium such as 

the ocean. 

 

2.2.3.4. Practical application of this theory to oblique propagation in the ocean 

Usually a sound speed profile (SSP) has a complex structure. This makes a direct 

computation of the true deviation created by such profiles impossible. However, the usual 

method used to simplify a profile for analysis consists of its decomposition into a large number 

of small segments. Those segments can have a constant sound speed (see §2.2.3.2) or a 

velocity linearly dependent on the depth (see §2.2.3.3). See Figure 4. 
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Figure 4: Two approximations of a real sound speed profile on the left. The gradient 

SSP in the middle is composed of simple linearly varying steps. The step SSP on 

the right is composed of constant steps. 

2.2.3.5. Vertical beams vs. oblique beams 

Figure 5 compares the amplitude of vertical error (range error) to the amplitude of oblique 

error (range and angle error). This is realized for different angles of propagation using the same 

example as in §2.2.3.1. of a small range error produced by the addition of a 10 m/s faster layer 

to the first 10 m of a uniform water column with a sound speed of 1500 m/s. The nadir beams 

are almost unaffected compared to the most oblique beam. This is a very important point, 

because the vertical beams can then be used as references to estimate the corrections to apply 

on the outer beams. 

 



 19

 

Figure 5: Comparison between depth errors generated vertically at different angles 

from vertical and at a depth of 100m. The water column was initially uniform 

with a sound speed of 1500m/s. Then 10m/s have been added to the speed in the 

first 10 metres. 

 

In the following chapters, particular attention will be paid to refraction errors generated in 

the beams emitted obliquely. These errors are of primary interest here. Before proceeding, a 

brief description of the operation of multibeam echosounder is necessary. 
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2.3. DESCRIPTION OF MULTIBEAM ECHOSOUNDERS 

 

Hydrographic surveying has evolved with the increasing capabilities in real-time computing 

and in data storage. Single beam echosounders have been replaced by high-resolution swath 

mapping systems. Multibeam sonars are one of these high-density mapping tools. These 

systems use sound waves propagating obliquely in the ocean and are thus very sensitive to 

refraction phenomena [Hughes Clarke, 1996a]. 

 

 

2.3.1. General description  

 

Multibeam sonars are echosounder systems that measure simultaneously a series of depths 

in an athwartship direction. Multibeam sonars are composed of a transducer, a transceiver and 

a processing unit. The transducer generates a fan of beams that are sent towards the seafloor. 

The same transducer receives the reflected energy coming from the collision of these beams 

with the seafloor. The transceiver generates the signals sent to the transducer and gathers the 

signals received by the same transducer. The processing unit computes the depth and position 

of the sounding (bottom detection) from the transit time of the signal and the angle of the beam. 

It integrates this solution with external data such as position and orientation of the ship and the 

water column measurements. 
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2.3.2. Transducer 

 

2.3.2.1. Material 

 

The transducer of a multibeam sonar is usually made of ferroelectric polycrystalline 

ceramics. These materials (also called electro-acoustic transducers) have piezoelectric 

properties, which allows them to convert electric energy into elastic energy and then into 

acoustic energy and vice-versa, from acoustic energy into electric energy. In the multibeam 

case, transducer elements made of this kind of material are arranged in a array configuration. 

 

2.3.2.2. Configuration 

 

A multibeam sonar transducer is usually composed of two orthogonal arrays of elements 

(constituting a Mill’s cross placed under the keel of the vessel). One of these arrays is a receive 

array and the other is a transmit array. The transmit array is arranged in an alongship direction. 

It generates a beam pattern that is narrow in the alongship direction (a few degrees) and wide 

in the athwartship direction (up to 80° to either side of nadir). The receiving array is set up 
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orthogonally to the transmit array, athwartship. Therefore, it creates a beam pattern that is 

narrow in the athwartship direction and wide in the alongship direction. The result of the 

product of these two beam patterns is a narrow beam that ensonifies an area in the seafloor in 

a specific azimuth and depression angle. Receive beam patterns are steered simultaneously 

from port to starboard at a certain angle interval. This creates a series of narrow beams 

arranged as a fan in an athwartship plane under the vessel [de Moustier, 1988], [Pohner, 

1991], [Wilson, 1988], [Bobber, 1988], as shown in Figure 6. 

 

 

Figure 6: Narrow beam created by a Mill’s cross transducer of a multibeam sonar, it is 

the result of the product of the beam patterns of the transmit array and the 

receive array [Hughes Clarke, 1999a]. 
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2.3.2.3. Beamwidth 

 

The sonar is used at a frequency near the mechanical resonance of the material constituting 

the transducer elements. The beamwidth of the beams generated is defined as twice the angular 

distance from nadir to the point where the expanding wave front has been reduced to half the 

power with respect to the axial power level. The beamwidth is inversely proportional to the 

aperture length of the array and of the wavelength used. The length of the array is therefore 

critical to the beamwidth generated by the sonar. The equation below defines the 3dB-down 

(half power) beamwidth for an unshaded unsteered array: 

Eq. 30    





=∆

L
λ

θ
44.0

arcsin2  

If λ4>L , then Eq. 30 is simplified as: 

Eq. 31    
L
λ

θ 88.0=∆  (radians) 

 

θ∆  is the beamwidth (angular sector), λ  is the wavelength of the emitted signal and L the 

length of the array. As an exact rule, assuming a constant beamwidth, high frequencies 

correspond to small array lengths and vice versa. 
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2.3.2.4. Element spacing 

 

Another important variable for the design of transducer arrays is the distance between each 

element of the array. The beamwidth describes the size of the main lobe of the beam pattern. 

This main lobe is followed by sidelobes that can interfere with depth measurement. The spacing 

must be chosen in such a way that grating lobes are not present in the visible region. It can be 

shown that the element spacing that keeps the grating lobes outside of the visible region is 

lower than one half of the wavelength. The ideal transducer array would be one continuous 

transducer element. After this optimisation of the element spacing, weighting functions can be 

applied to reduce the sidelobes. 

2.3.3. Transceiver 

 

2.3.3.1. Transceiver function 

 

The transceiver performs the beamforming and beam steering operations. Beamforming 

creates a fan of narrow beams. Beamsteering directs the beam in a specific direction. Some 

transceivers have the capability to actively compensate for the pitch and the roll of the vessel in 

order to keep the fan of beams as close as possible to an athwartship vertical plane (pitch 
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stabilisation) and symmetric with respect to an alongship vertical plane (roll stabilisation). These 

two major functions are described below. 

 

2.3.3.2. Beamforming 

 

The beamformer allows for separate detection of multiple discrete beams arriving from 

different directions, at the same time. 

The transmit array, parallel to the ship’s fore-aft axis, produces a transmit beam orthogonal 

to it. The receive array forms multiple reception beams parallel to ship. The beam pattern for a 

single beam is the result of the product of the beam patterns of the transmit and the receive 

beam. 

An unsteered beam pattern can be expressed by the following formula: 

Eq. 32   ψθ jn
N

n
neAtb ∑

−

=

=
1

1

),(  with 
λ

θπ
ψ

sin2 d
= , 

 

Here N is the total number of elements; A is the amplitude shading of each signal, d the 

distance between two elements of the array, ψ the phase of the signal. 

 

A weighting window function (sometimes called “shading”) applied to the array reduces the 

amplitude of the side lobes (functions such as a Dolph-Chebyshev, Hamming or Hanning 
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[Davids, 1951]). Such a function applies lower weights onto the outer elements of the array 

and higher weights in the centre of the array. It adjusts the amplitude weights An of each 

element. This method called "shading" has some drawbacks. It increases the width of the main 

lobe, decreasing the angular resolution of the sonar and it decreases the array gain, which 

reduces the main lobe amplitude of the returned echoes [Hughes Clarke, 1996b]. 

 

2.3.3.3. Beam steering 

 

Without steering, the narrow beam created by the product of the transmit and receive beam 

patterns is always directed in the broadside direction (orthogonally to the array). In order to 

create a fan of narrow beams in the across track direction we need to direct this narrow beam 

in any of the directions from broadside within the plane of ensonification. This approach, 

termed beamsteering is usually achieved electronically. Three different methods can be used: 

time delay, phase delay method and a fast Fourier transform (FFT) method. All these methods 

rely on using a series of elements spaced in a line at a known distance apart, this distance is 

equal to some fixed multiple of λ . If we imperfectly know λk (wrong surface sound speed), 

the angle estimates will be slightly in error. 

 

• Phase delay beam steering method 
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The phase delay method consists of adding specific linearly distance varying phase shifts to 

the output of each of the elements before adding them together. The phase shift sψ∆  for the 

nth element is: 

Eq. 33     
λ

θπ
ψ s

s

nd sin2
=∆  

In this equation, θs is the direction in which we want to steer the beam, λ the wavelength of 

the signal and d the element spacing. 

This creates a virtual array, defined by the line where all the elements are in phase and the 

sum of the signals maxima, whose face is directed at a certain angle from broadside of the 

receive array, see Figure 7. 

 

Figure 7: A virtual array created by phase delay added to each of the transducer 

element. 
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The steered beam pattern b(t,θ ) can then be written: 

Eq. 34     ∑
−

=

∆−=
1

0

)(),(
N

n

sjn
neAtb ψψθ  

For a single frequency system, creating this phase shift is equivalent to adding a time delay 

to each of the hydrophones: 

Eq. 35    sss t
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In this equation k is the wave number, x the added distance. 

These time delays correspond to the geometric time delays at each hydrophone of a plane 

wave coming from the direction ψ0 [de Moustier, 1998]. 

 

• Fast Fourier Transform (FFT) method 

 

Unlike the phase and time delay methods in which the angle is assumed and the time to 

bottom detection is sought, this beam forming technique consists of the determination of the 

angle of arrival of the echoes, the time of arrival is assumed to be known. This is realized in a 

few steps. The acoustic pressure created by an incident echo on the nth element is expressed 

by: 

Eq. 36    )0sin..0()( ϕθω ++= dnktjAenp  
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Here, A is the amplitude of the wave, 0ω  the transmitting frequency, k the wave number, d 

the distance between two elements, 0ϕ  the phase integration constant and θ  is the incident 

angle. 

Then we gather all these signals arriving on each hydrophone at a certain time, t0 and we run 

a Discrete Fourier Transform on it: 
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We know now the expression of the beam pattern at t0. The power of this beam pattern 

can then be written: 

Eq. 38   
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The power reaches a maximum when the angle θ has the following value: 

Eq. 39    )
2

(sin 1

Nkd
mπ

θ −=  

By the Fourier transform the power spectrum distribution of the signal is obtained. This is 

equivalent to the angular distribution of energy at an instant in time. Then we are able to 

determine and separate the different angles from which the waves in the signal arrive. This is 
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possible because a spatial frequency corresponds to a particular incidence of the arrival wave 

(see Figure 8). 

 

Figure 8: FFT beamforming: the angle of incidence θ  is determined by the frequency of 

the signal coming from the hydrophones. 

 

A Fast Fourier Transform is used rather than a simple Discrete Fourier Transform in order 

to increase the processing speed. A FFT requires a number of elements be equal to a power of 

2. If it is not the case a series of 0 are added to the existing array of elements in order to reach 

the nearest power of 2. The FFT is run at specific times that determine a series of arbitrary 

frequencies, which are converted into angles (see Figure 9). An additional interesting facet 

about this form of processing, is the examination of the time versus angle response within the 
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ping of the returned signal. This provides a backscatter amplitude sequence of the bottom 

[Okino, 1986], [Follet, 1994]. 

 

 

Figure 9: Graph showing the matrix (time, angle-frequency and amplitude). The beam 

angle is computed from running a FFT on the instantaneous spatial signal across 

the array. 

• A number of caveats need to be borne in mind with regard to beam steering 

 

- A beam steered from broadside, has a beamwidth that grows in inverse proportion to the 

cosine of the steering angle. 

- The sound speed at the face of the transducer must be known to determine the phase/time 

delays to apply to the different elements. An uncompensated change in the sound speed 
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velocity will introduce errors in the steered angle. The angular error for a given change in sound 

speed c∆ grows with steering angle. This is of particular concern for us as part of this thesis. 

- The 3D receive beam pattern geometry changes with the steered angle, from a plane when 

unsteered, it becomes more curved as the steering angle grows, ending with the geometry of a 

cone. This effect applied to the transmit beam pattern partially distorts the outer parts of the 

swath which degrades the uniformity of the coverage. However it maintains the consistency of 

the swath when beam steering is used to compensate for the pitch affecting the vessel (see 

§2.3.5.2 for more details). 

 

2.3.4. Bottom detection  

 

We have formed a narrow beam (except when using the FFT approach), we have steered it 

in a specific direction, and we now have to detect the instant at which the beam hits the bottom 

within the returned signal. This is realized in two steps: extraction of the main lobe contribution 

from the returned echo and then determination from within the main lobe contribution of the 

time when the beam boresite has reached the seafloor. 
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2.3.4.1. Extraction of the bottom detect window 

From the whole returned time series we must remove the background noise level and the 

angular response effect to obtain the bottom detect window. As the steered angle increases, 

the contribution of the main lobe is more and more elongated with decreasing amplitude. 

 

2.3.4.2. Determination of the time of bore site strike 

Two methods are used to estimate the instant at which the beam hits the bottom; the 

amplitude detect method and the phase detect method. 

The first is used for the beams with high grazing angles. These beams create narrow 

footprints on the bottom and send back sharp echoes. The seabed backscatter response can 

adequately be assumed invariant across the width of the footprint. 

This assumption is no longer valid for beams with low grazing angles. The main lobe 

response becomes longer and the spatial variation in the backscatter response thus has an 

important impact on the bottom detection amplitude technique. 

 

2.3.4.3. Amplitude detect methods 

There are three ways of performing amplitude detection: 

• the peak extraction method; looks for the time of maximum intensity within the time series. 
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• the center of mass method; goes through the intensity time series and stops when half the 

energy within the main lobe response is already reached. 

• the matched filters method; tries to match a model of the likely shape of the bottom echo 

time series with the real bottom return. 

 

2.3.4.4. Phase detect methods 

Amplitude detection methods tend to be less effective as the beam angle with the vertical 

increases (a flat seabed is assumed here). Another detection method is applied for the outer 

beams. This technique separates the steered array into two subsections. This is achieved by 

selecting two sets of elements constituting sub-arrays, whose acoustic axes are separated by 

the distance of several wavelengths. Each of these two sub-arrays generates an equivalent 

beam pattern. By finding the zero phase crossing of the complex cross product of the outputs 

of the two sub-arrays we determine the time of the maximum response axis of the beam. This 

occurs where the outputs of the two sub-arrays of the steered beam are in phase. 

The bottom detection estimation tends to produce uncorrelated errors. They are, therefore, 

distinct from the kind of systematic errors that this thesis examines. The exceptions are nadir 

deeps and errors at the phase to amplitude transition (discussed in section 7.9.4) [Hughes 

Clarke, 1996b]. 
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2.3.5. Position and Orientation Integration 

 

A very critical issue in echosounding is the accuracy of the position associated with the 

depth measured. The transducer is mounted on the hull of the ship, so one has to determine the 

position of the ship and make the proper corrections to get the position of the transducer. This 

position is constituted in horizontal and vertical measurements. 

The attitude of the vessel is also required to ensure good quality measurements. The 

transducer follows the rotation of the ship around the three axes (pitch, roll and yaw). Different 

techniques are used to keep the ensonification zone stable over time, in order to have a full 

coverage of the bottom. 

 

2.3.5.1. Position  

• Horizontal: The horizontal position is composed of two coordinates (longitude and 

latitude) within a reference system (WGS84). The Global Positioning System in C/A-code 

(GPS), when operated in isolation (no differential) was providing a position with an uncertainty 

of approximately 100 metres before May 1, 2000. Since this date, the uncertainty has been 

reduced to 8-9 metres. A more accurate position can be obtained when GPS receivers are 

used in a differential mode. A receiver is set up at a known fixed location and sends the 

corrections computed at this known location to the roving receiver on the ship. The system 
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provides positions at approximately one metre accuracy level usually at a frequency of 1 Hz 

[Wells, 1998a]. 

Positional errors due to refraction (the across-track distance) are generally small compared 

to the scale of targets and ignored. 

 

• Vertical: Vertical positioning accuracy requirements are more stringent than for the 

horizontal case. The International Hydrographic Organisation (IHO) requires 30 cm accuracy 

in less than 30 m of water and 1% of the depth in deeper areas [IHO, 1987]. All sources of 

vertical motion have to be monitored in order to fulfill the requirements.  

These sources have a variety of frequencies and origins. 

There are long period water level variations (minutes to months) such as river and lake 

levels (precipitation, snowmelt, dam flooding, seiches), coastal waters weather effects (wind 

pileup, inverse barometer) and tidal cycles (semidiurnal to diurnal, up to 10 metres amplitude). 

There are short period water level variations (several seconds) such as swell-induced heave 

(amplitude of a few metres, periods of 5-10 seconds). 

There are vertical water level variations induced by the motion of the vessel; by the speed 

(squat, lift of the vessel), by the attitude (roll and pitch), by manoeuvres (turns) and by the 

variation of the ship’s load (fuel depletion). 

These different sources of vertical variations of the water level have to be measured. 

Different sensors are used. Some variations can be predicted, others cannot. Tides are usually 
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monitored on shore close to the survey area. Heave is measured for each ping of the 

transducer. 

If these vertical positioning issues are imperfectly compensated for they tend to produce 

two types of anomalies: static shifts and all beams oscillating together. These two anomalies 

look very different from the refraction artifacts [Wells, 1998b]. 

 

2.3.5.2. Orientation 

In order to maintain the alignment of the swath with the survey azimuth and the local level, a 

real time integration must be implemented, by either mechanically rotating the transducer array 

with respect to the vessel or by electronically steering the receive beam (see §2.3.3.3). The 

latter technique is considered here. 

 

• Roll: The effect of roll on an uncompensated system causes the swath to move from side 

to side. In order to prevent this, one can steer the received beams onto a fixed bearing with 

respect to the local vertical. This maintains a straight swath allowing the hydrographer to get 

100% coverage of the bottom (see Figure 10). 

 

• Pitch: The pitch effect on an uncompensated system causes the swath to swing forward 

and back from the vertical. To keep the swath vertical, the transmit array must be steered with 

the opposing angle. The drawback of this technique is that the beam pattern is no longer a 
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plane, it becomes a cone and thus creates an unequally spaced coverage. The outer beams are 

overcompensated and the inner beams are unchanged. To reduce this effect for sonars with a 

wide swath, one steers the beams, which under-compensates the inner beams and over-

compensates the outer beams. The total divergence from the vertical is less with beam steering 

than without (see Figure 10). 

 

• Yaw: The yaw effect on an uncompensated system causes the swath to rotate about the 

vertical. To compensate for this effect, port and starboard sides of the swath need to be 

steered separately in opposite directions. Unfortunately, this is impossible for a single 

transducer or at least can only be done one side at a time. The latest generation of multibeam 

sonars is delivered with multisector yaw/roll/pitch stabilisation. This technique consists in the 

transmission of a few swaths at different pitch angles. Only parts of the different swaths 

generated are used in order to recreate one full swath. The swaths are steered at different 

angles so the different parts are approximately aligned in the athwartship vertical plane (see 

Figure 10). 
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Figure 10: Beamsteering compensation of the attitude of the vessel. A1, B1 and C1 show 

the effect of the different rotations on the swath. A2, B2 and C2 show how this 

effect is corrected: A2 and B2 by beam steering and C2 by multisector 

stabilisation. 

 

2.4. CONCLUSION 

We have concentrated on the refraction phenomena on the one hand and on the other how 

depth measurements are realized by multibeam. We will now proceed to examine the impact of 

refraction on these measurements. 
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CHAPTER 3 - REFRACTION IN MULTIBEAM ECHOSOUNDING 

 

 

3.1. GENERAL 

 

As we saw in Chapter 2, the sound speed is not constant within the water column. It is 

influenced by three characteristics of the medium (temperature, salinity and pressure). These 

characteristics are themselves highly variable. Fluctuations in these characteristics are difficult to 

monitor in both space and time and degrade the quality of the multibeam soundings. For a small 

area, a reasonable assumption would be that sound speed varies only vertically with depth. 

This assumption is made because the sound speed varies much faster vertically than 

horizontally. As seen in Figure 11, refraction affects the depth measurements at two places: (a) 

at the transducer face during the beam forming and beam steering operations and (b) during the 

progression of the sound wave through the water column. Both these effects interest us 

because they are at the source of the errors that we intend to correct in this thesis. 
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Figure 11: This sketch shows the propagation of the sound ray through the water 

column. If the sound speed is not perfectly monitored, it induces beam angle 

errors at the face of the transducer and with each sound speed error in the water 

column, deviates the ray from the correct path. 

 

 

3.2. EFFECT THROUGH THE WATER COLUMN 

 

The ray created by the sonar head has its path direction modified every time the sound 

speed varies with the depth. The ray path, when computed at the transducer face, should 

ideally be straight. With the wrong surface sound speed, the ray path will be curved. A 
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consequence of the assumption that locally the sound speed varies only vertically with depth, is 

that the deformed swath stays in the plane of emission. The deformation is done within this 

plane. The trajectory is concave for a positive sound speed gradient and convex for a negative 

gradient, as shown See Figure 12. 

 

 

Figure 12: Effect of a step and a gradient SSP on the path of a single beam.  
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The propagation distance covered is different to the distance that would have been traveled 

with the initial SSP. There is then a bias in the bottom detection computation. A swath is 

composed of a fan of beams created at different angles from the vertical. The refraction artifact  

1- grows non-linearly with the angle from the vertical (Snell’s law), 

2- is symmetric with respect to the vertical and 

3- is curved upward or downward (see the “smile” and the “frown” in the Figure 13), 

The error is very small at nadir because there is no error in beam angles but only range 

errors due to the variations of speed (see §2.2.3.1), see Figure 13. 

 

 

Figure 13: 100 m. deep synthetic flat seafloor deformed by a step sound speed profile. 
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3.3. EFFECT DURING THE BEAMFORMING 

 

The variation of the sound speed at the face of the transducer has an effect on the steering 

direction of the beam formed. A sonar array is composed by a series of transducer elements 

usually equally spaced. The acoustic frequency of the transducer and the length of the array in 

wavelengths determine the beam width of the narrow beams created. As we have seen above, 

when one steers a beam, the phase delay between two elements is a function of the 

wavelength: 

Eq. 40    
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In this equation, d is the element spacing, λ the wavelength and θs the steering angle. The 

wavelength itself depends of the sound speed. 

Eq. 41     
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A variation of sound speed therefore produces a variation of the steered angle. Snell’s law 

computes this angle as follows: 
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Here θ0 is the intended angle of the beam with respect to normal at the transducer, 1θ  is the 

actual angle, c1 the assumed sound speed and c0 the actual sound speed. 

The sonars are calibrated with a specific sound speed (usually 1500 m/s the average sound 

speed throughout the ocean). In the ocean the sound speed close to the surface varies, thus the 

wavelength λ varies. The beamwidth (see §2.3.2.3) and, more importantly, the direction of the 

narrow beam depend on the sound speed at the face of the transducer. 

A change in the sound speed at the water surface with respect to the one assumed at the 

face of the transducer will cause the beams to deviate from the direction in which the sonar is 

supposed to steer (with the single exception of the broadside beam). The magnitude of the 

angle error θ1-θ0 depends on the beam pointing angle θ0 (see Figure 14). 

 

Figure 14: Variation of the magnitude of the angle error with respect to the beam-

pointing angle for different sound speed differences. 

 



 46

Figure 14 depicts the way in which angular errors are dependent on the particular array 

geometry. 

We will now proceed to examine the different ways in which refraction affects the swath 

during beamforming as a function of the actual sonar system. A representative selection of 

swath systems is considered. 

 

 

3.4. EXAMPLES OF ARRAY FACE REFRACTION EFFECT DURING BEAMFORMING 

 

3.4.1. Introduction 

 

The objective of this section is to describe the refraction artifact generated by a surface 

sound speed discontinuity. Numerical models have been developed for a variety of system 

configurations: a curved array, a flat array, a roll-stabilised flat array, a dual flat array and a 

dual roll-stabilised flat array. Each individual system will be considered when it is in a level 

position, then in a fixed tilted position (15°) and finally in a linearly varying tilted position (from 

–15° to 15°). The refraction tool developed is applied to data that was acquired using a curved 

array sonar system. 
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3.4.2. Curved Array Sonar 

Examples of such a system configuration are the Simrad EM100/950/1000/1002 and the 

Reson Seabat series 8100 and 9000 

 

3.4.2.1. Mode of operation 

A line of transducers combined without any phasing generates a beam orthogonal to itself. 

A swath system creates a fan of beams arranged at discrete angles from the vertical. Beam 

steering with a line array accomplishes this. Another way to generate such a fan is to use a 

circular configuration of elements and transducers, each beam being emitted orthogonally to the 

tangent of the curved array with no beamsteering required.  

Each beam uses a portion of the elements that constitutes the whole array. A weighting 

function is used to shade the influence of each element, to create a beam pattern with 

controlled sidelobes. 

At the extremities of the circular arc, beamforming is no longer possible because no more 

elements are available on one side to complete the desired beam. The last set of elements is 

used again to generate the last beams, these beams are steered electronically to their correct 

angles. 

The example of the Simrad EM1000 system is used in the following sections, see Figure 15. 

This sonar creates 60 beams in a 150° sector. Two beamforming methods are available; 

equidistant, the same distance between the beams on a flat seafloor or equiangular, the beams 
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are generated at equally spaced angles. While the array is level, beam steering is performed in 

the sectors: [-75°; -60°] and [60°; 75°]. When the array is tilted by the roll of the vessel the 

beamsteering sectors follow the rotation. 

 

 

Figure 15: Beamforming in a curved array transducer configuration. Steering is 

performed only beyond a certain angle. 

 

3.4.2.2. Refraction with a curved transducer 

The surface discontinuity of the sound speed at the face of the transducer introduces errors 

only in the angle for the beams that are steered. In the case of a curved array, the beams 

belonging to the sectors beyond +/-60° are those affected as in the case of a Simrad 
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EM950/1000. If we consider a flat seafloor and then introduce a discontinuity in the sound 

speed at the surface of the transducer, the flat seafloor is distorted as is shown in Figure 16. 

The originally flat seafloor now appears to be composed of three longitudinal segments: 1- the 

main segment centered at nadir which stays flat, 2- two secondary segments on both sides of 

the swath which make a certain angle with the main segment. 

This angle may be positive or negative depending on the sign of the discontinuity. 

 

 

Figure 16: Impact of a surface sound speed discontinuity on the shape of the swath of a 

horizontal curved array. Note that the errors induced appear only beyond the 

angle after which beam steering is performed. Equiangular beam spacing on the 

left and equidistant beam spacing on the right. 
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3.4.2.3. Refraction with a positive roll angle 

Let us consider now the case of the same curved array but with an angle of 15° from the 

horizontal. The different angular sectors on the transducer roll identically. The sonar is roll-

stabilised, therefore the swath does not move with respect to the vertical. There is a roll value 

threshold of 15°, after which only two segments appear. The main segment is shifted on one 

side, increasing one of the secondary segments and reducing or removing the other one, refer 

Figure 17.  

 

 

Figure 17: Impact of a surface sound speed discontinuity on the shape of the swath of a 

tilted (15° roll) curved array. Note that the errors induced appear only on one 

side of the swath. 
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3.4.2.4. Visualization of the refraction with a varying roll angle 

To visualize the nature of the refraction artifact with the additional variable of a roll angle, 

we apply the numerical model developed to a survey line, whose characteristics are 

constrained to: 

1- a straight survey line, 

2- an absolutely flat seafloor, 

3- a sound speed profile presenting a discontinuity at the sea surface and 

4- a vessel attitude composed strictly by a roll going from +15° to -15°. 

Figure 18 shows the results of applying the numerical model to this line. As seen in the 

previous section, with an angle of +15° the swath consists of two segments, one main flat 

segment and another secondary disposed at a certain angle from the main segment. As the roll 

is varying, the main segment is moving across nadir reducing this secondary segment and 

increasing another secondary segment on the other side of the swath. At the end, with a roll 

angle of -15° we are in the symmetrical opposite configuration. 
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Figure 18: Shape of thirty successive swaths when the curved array is rolling from +15° 

to  -15°. Note that the errors induced are moving proportionally with the roll 

angle. On the right a 3D plot of the shape of a flat seafloor deformed by such an 

artifact. 

 

The artifact due to a surface sound speed discontinuity on a curved array transducer 

appears then as a dynamic bending of the swath only over a certain fixed outer sector moving 

back and forth with the roll of the vessel. 

An important point to mention is that in the case of curved arrays the time varying 

component of the surface refraction artifact is averaged out. By averaging the data over a long-

enough period of time (this is realized in the algorithms of the processing tool developed), one 

reduces the surface sound speed artifact to the artifact using zero roll. 
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3.4.3. Flat Array Sonar (without roll stabilisation) 

An example of such a system configuration is the Simrad EM3000S. 

 

3.4.3.1. Mode of operation 

This sonar is composed of two straight lines of transducers, orthogonal to each other, in the 

shape of a Mills cross. This sonar performs a Fast Fourier beamforming method [Follet, 

1994]. This method consists of the application of a Fourier transform on the instantaneous 

signal across all the elements of the receive array, in the search for the characteristic spatial 

frequency which corresponds to a specific angle. The relation between the angle and the beam 

number is given by [Okino, 1986] (see §2.3.3.3): 

Eq. 43     )
..

2
(sin 1

dN
m

κ
π

θ −=  

where m is the element bin number, N the total number of elements, κ the wave number 

(
c
ω

κ = ) and d the distance between adjacent elements. The FFT beam former creates a 

beam spacing that increases as we move towards the outermost beams. In Figure 19, the beam 

spacing produced by a FFT method is compared to an equiangular beam spacing. The 

resolution of the outermost beams is poor for an FFT beamformer. 
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Figure 19: Beam spacing of an FFT beamformer (top graph) compared to equiangular 

beam spacing (bottom graph). 

 

 The Simrad EM3000S (single transducer) system is used in the examples in the 

following sections, see Figure 20. This sonar creates 127 beams in a 130° sector. A Fast 

Fourier Transform performs beam steering for all beams simultaneously. It operates at a 

frequency of 300 kHz in shallow water (0-100 m). The choice of a FFT beamforming has 

been made because of the high processing speed needed to cope with the high frequency of 

the sonar, due to the fact that the EM3000S is a shallow water system. There is no roll 

compensation because beamsteering would slow down the beamformer. 

 

 

Figure 20: Beamforming in a line array transducer configuration. Beam steering is 

performed all over the transducer except at nadir. 
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3.4.3.2. Refraction with a level transducer 

As the beam steering uses the whole length of the line array, all the beam pointing angles 

(excluding the array normal) are affected by a discontinuity in the surface sound speed. This 

implies an error over the whole swath; see Figure 21. 

 

 

Figure 21: Impact of a surface sound speed discontinuity on the shape of the swath of a 

level line array. Note that the errors induced appear all over the swath except at 

nadir. 

 

If there is an uncorrected sound speed gradient at the transducer face, the error increases 

with the grazing angle. It appears as a parabola directed downward or upward depending on 

the sign of the discontinuity. 
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3.4.3.3. Refraction with a positive roll angle 

The EM3000S does not perform roll-stabilisation, therefore when the ship rolls the swath of 

this sonar moves to the side. The swath follows the roll of the vessel. The errors seen in the last 

section move as well; they stay with the same angular error amplitude for a given array-relative 

steering angle. However, they are no longer symmetrical (see Figure 22). 

 

Figure 22: Impact of a surface sound speed discontinuity on the shape of the swath of a 

tilted (15°-roll) non roll-stabilised line array  

 

3.4.3.4. Visualization of the refraction with a varying roll angle 

 

We repeat the same experiment (see §3.4.2.4 for more details) with a variable roll. The 

sonar does not make any roll adjustment of the swath. If the roll varies from +15° to  -15° the 

coverage of the seafloor will move across the straight navigation as shown in Figure 23 . 
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Figure 23: Shape of thirty successive swaths when the line array is rolling from +15° to  

-15°. In the right sketch the outermost beams have been trimmed out. On the 

right a 3D plot of the shape of a flat seafloor deformed by such an artifact. 

 

3.4.4. Motion Stabilised Flat Array Sonar  

An example of such a system configuration is the Simrad EM300. 
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3.4.4.1. Mode of operation 

The Simrad EM300 sonar is a Mill’s cross array, as is the EM3000S system. However this 

sonar is roll stabilised. This means that the swath coverage is a straight strip independent of the 

roll that affects the vessel. 

The Simrad EM300 sonar system creates 135 beams in a 150° sector. Two beamforming 

methods are available: equidistant (same distance between the beams on a flat seafloor) or 

equiangular (beams generated at equally spaced angles). Receive beam steering is performed 

using the whole array. More information about the sonar can be found in [Hammerstad, 1998]. 

 

3.4.4.2. Refraction with a level transducer 

The same circumstances apply here as with the EM3000S system (see §3.4.3.2). This 

sonar performs beam steering for all beams, the error due to a surface sound speed 

discontinuity appears along the entire swath, and the error varies in amplitude with the grazing 

angle (see Figure 24). 

 



 59

 

Figure 24: Impact of a surface sound speed discontinuity on the shape of the swath of a 

level line array. Note that the errors induced appear all over the swath except at 

nadir. The beam spacing is equiangular on the left figure and equidistant on the 

right figure. 

 

3.4.4.3. Refraction with a positive roll angle 

The peculiarity of this sonar is that it stabilises the swath with respect to the roll. To achieve 

this, the sonar adds the roll angle to the usual steering angle. This implies a larger steering angle 

on the side rolled down (where the two angles have the same signs), and a smaller steering 

angle on the side rolled up (where the two angles have opposite signs). The error is 

proportional to the steering angle. The error is much larger on one side of the swath than on the 

other (see Figure 25). 
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Figure 25: Impact of a surface sound speed discontinuity on the shape of the swath of a 

tilted (15°-roll) roll-stabilised line array. The beam spacing is equiangular on the 

left figure and equidistant on the right figure. 

 

3.4.4.4. Visualization of the refraction with a varying roll angle 

 

A similar swath shape to the previous instances described in §3.4.2.4 and §3.4.3.4 occurs 

here, as shown Figure 26. This time the swath stays parallel to the track of the vessel. The 

refraction artifact increases and decreases on each side of the swath as the roll varies. 
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Figure 26: Shape of thirty successive swaths when the line array is rolling from +15° to  

-15°. On the right a 3D plot of the shape of a flat seafloor deformed by such an 

artifact. 

 

3.4.5. Dual Transducer Sonar  

An example of such a system configuration is the Simrad EM3000D. 

 

3.4.5.1. Mode of operation 

The example of the Simrad EM3000D (dual transducer) system is used in the following 

sections, see Figure 27. Each Mills cross creates 127 beams in a 130° sector. The two 

systems are tilted by 45° and mounted on each side of the hull. This configuration allows a 
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larger coverage. A better spatial resolution in the inner part of the swath is insured by the 

overlapping coverage between the two transducers. Beam steering is performed simultaneously 

for all beams for each array by a Fast Fourier Transform method. In the numerical method 

used, we just look at the beams in the sector [-75°, +75°] from vertical. 

 

 

Figure 27: Transducer configuration with a dual line array. The two Mills crosses make 

an angle of 90° with respect to each other. 

 

3.4.5.2. Refraction with a level dual transducer 

The refraction error in this situation is a combination of the errors of one line array 

transducer tilted by +45° and another one tilted by -45°. The result of this combination is 

depicted in the Figure 28. The whole system is symmetric, as are the errors. The errors are null 

at the location of the two broadside beams. The errors increase towards the nadir area until we 

reach the outer beams of the transducer pointing in the other direction where they decrease 
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suddenly. The error starts to increase as we go towards the last beams of the transducer 

pointing in this direction. 

 

Figure 28: Impact of a surface sound speed discontinuity on the shape of the swath of a 

horizontal dual line array. Note that the errors induced appear all over the 

swath. 

 

3.4.5.3. Refraction with a positive roll angle 
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Figure 29: Impact of a surface sound speed discontinuity on the shape of the swath of a 

tilted (15°-roll) non roll-corrected dual line array transducer.  

 

The EM3000D dual system does not have any roll compensation. The shape of refraction 

errors appears as the superposition of two unequally tilted line array transducers, one by 45 + 

15 = 60°, the other by -45 + 15 = 30°, see Figure 29. 

 

3.4.5.4. Visualization of the refraction with a varying roll angle 

The shape of thirty successive beams with a roll going from +15° to -15°, can be seen in 

Figure 30. A narrow stripe of high amplitude errors appears in the middle section of the 

coverage. 
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Figure 30: Shape of thirty successive swaths when the line array is rolling from +15° to  

-15°. On the left sketch the outer beams have been trimmed out. On the right a 

3D plot of the shape of a flat seafloor deformed by such an artifact. 

 

3.4.6. Roll Stabilised Dual Transducer Sonar 

Examples of such a system configuration are the Simrad EM12D, the ELAC BottomChart, 

the ATLAS Fansweep and the Hydrosweep MD. 

 

3.4.6.1. Mode of operation 

The configuration of these sonar systems is the same as the EM3000 (see §3.4.5), that of a 

dual Mill’s cross array. However, these systems are roll stabilised. There is also no redundant 

overlap due to the time/phase delay beamforming method. This permits a control of the beam 

angles created. Equiangular and equidistant beam spacing are available on these systems. As 

an example, we have chosen the Simrad EM12D (dual transducer) system, which is a deep 

water system. The deep-water operation of this system makes the roll stabilisation essential. 
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3.4.6.2. Refraction with a level dual transducer 

The refraction with a level dual transducer mirrors the EM3000S case (see §3.4.5.2). 

There is however, no overlap and the system has the option of both equidistant and equiangular 

beam spacing. 

 

3.4.6.3. Refraction with a positive roll angle 

When a positive roll of 15° affects the ship, the roll stabilisation maintains the coverage 

unchanged. In order to adjust the beams, the two transducers steer more of the beams towards 

the opposite side to that which the ship is rolling (left in this case). The beams on the right of 

both transducers then need smaller steering angles than in the level case (see §3.4.6.2.). The 

effects can be seen in Figure 31. The transducer on the right is already tilted by 45°, additional 

roll affects its left beams much more than in the level case. It does not have such a bad effect 

on the transducer on the left (tilted by -45°), it is now tilted by only 30°. 
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Figure 31: Impact of a surface sound speed discontinuity on the shape of the swath of a 

tilted (15°-roll) roll-stabilised dual line array transducer (equiangular beam 

spacing case). 

 

3.4.6.4. Visualization of the refraction with a varying roll angle 

Figure 32 shows how refraction artifacts change with varying roll. A constant coverage is 

maintained; the errors in the inner extremities of the two-transducer swath are strongly 

dependent on the roll. The errors have less amplitude on the outer extremities of the whole 

system. 
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Figure 32: Shape of thirty successive swaths when the line arrays roll from +15° to  -

15°. The system is roll-stabilised, notice the straight track. 

 

 

3.5. CONCLUSION 

 

In the proceeding chapter, we have endeavoured to provide an idea of the spectrum and 

nature of the refraction artifacts that occur due to inadequate monitoring of the sound speed at 

the face of the transducer and in the water column. 

Special attention has been given to the impact of errors in the surface sound speed on a flat 

seafloor for different sonars and under different roll conditions. These erors are often not 

evident in a rough and rapidly varying topography. With a knowledge of  

(a) the echosounder configuration used, 

(b) the temporal and spatial variation of the surface sound speed at the face of the 

transducer, and 

(c) the time series of the roll during the survey, 

one is able to model the surface sound speed artifact and to subtract it from the original 

soundings. An important fact, that needs to be reinforced, is that these artifacts are distinct 

from the ray-trace artifacts, in that they are motion-correlated. These motion-correlated 
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artifacts described in this chapter are not used in the final implementation of the refraction tool 

developed in this thesis. 

The next chapter is devoted to the removal of sound speed refraction artifacts from 

data acquired using a multibeam echosounder. 
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CHAPTER 4  REMOVAL OF THE SOUND SPEED REFRACTION ARTIFACT 

 

 

 

4.1. INTRODUCTION 

 

This chapter is divided into two distinct parts. 

The first part is devoted to the methods used to compensate for a known water mass. The 

acquisition of the sound speed is discussed. Then, we describe the reduction of the soundings 

with the sound speed in real-time and in a post-processing context. Finally, we explain how the 

application of the sound speed is realized, both at the transducer face and in the water column. 

The second part describes the methods used to compensate for an unknown water mass. A 

brief review is provided of existing methods for removal of refraction artifacts that remain in the 

data after the sound speed reduction is achieved. These tools use different techniques to 

produce corrections to add to the sound speed profile acquired during the survey. The purpose 

of this review is to provide an awareness of the characteristics of the existing methods before 

introducing a new refraction processing tool using a different approach (Chapter 5). 

 

 



 71

4.2. ACQUISITION OF THE DATA WITH A VELOCIMETER 

 

The acquisition of a sound speed profile is accomplished by means of a velocimeter. Such a 

device is composed of two electro-acoustic transducers spaced a short known distance apart 

and a reflector; all three define a sound path of fixed length in the water. A pulse is transmitted 

by one of the transducers, reflected and received by the other transducer. The delay between 

transmission and reception is then calculated. The sound speed is determined by dividing the 

known distance by the time measured. 

Another, more frequently used method, for obtaining the sound speed is to collect the 

conductivity, temperature and pressure to compute the actual sound speed. This method 

provides a better understanding of the medium than an isolated sound speed reading. During a 

cast, values are logged either at a fixed time interval (1 per second) or a fixed depth interval (1 

per metre). A series of sound speed measurements versus depth is recorded as the device 

descends towards the bottom. This data is sent to a processing unit, which both stores the 

observations and applies them to the time/angle data acquired afterwards [Tolstoy, 1966], 

[Albers, 1972], [Mackenzie, 1971]. 
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4.3. REDUCTION OF THE SOUNDINGS 

 

Once the sound speed profile has been acquired, it is used to calculate the arrival depth and 

radial distance and hence remove the refraction artifact, which degrades the quality of the 

soundings. 

 

4.3.1. At the transducer array face 

 

Precise monitoring of the sound speed at the face of the transducer is necessary to ensure 

that the direction of the steered beam is correctly computed. Refraction artifacts generated by 

an imperfect monitoring have been described in Chapter 3. 

 

4.3.2. Within the water column 

 

4.3.2.1. Methodology 

 

As seen in §3.2, the variation of sound speed with depth deflects the sound wave on its way 

towards the bottom. The methods used nowadays to compensate for this are: 

1- to apply a SSP to each time/angle combination or 
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2- to use Look-Up Tables as a computationally more efficient approximation. 

 

Certain assumptions are made; we assume that: 

• the sound speed profile that we have is representative of the water column which is being 

surveyed (i.e. invariant with time and space within the area and the duration of the survey), 

• the structure of the ocean is absolutely stratified, with no horizontal variation of any kind. 

We consider only vertical variations in the sound speed, 

• the ray-trace can be performed using the transducer mean depth and the heave deviations 

at transmit and receive are applied afterwards. 

 

The profile is composed of a number of layers, for which the sound speed is supposed 

constant or linearly varying. Snell’s law is applied between each constant sound speed layer or 

in a continuous way in the gradient layers. 

 

A Look-Up Table (LUT) is a large floating-point number table whose axis are the beam 

orientation with respect to the local level and the transit time. There are two values in the LUT 

precalculated for a discrete series of angles and times. From the two axis values of beam 

orientation and transit time, (which are the fundamental outputs from the sonar) the depth and 

across track values are calculated using the appropriate sound speed profile. An inverse LUT, 

with the depth and across track values on the axis, provides the beam orientation and travel 
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time. As the LUT is only precalculated for discrete steps in angle (e.g. 0.2°) and time (~10 ms) 

a 2D interpolation is performed [Hughes Clarke, 1999a]. 

 

4.3.2.2. Use of SSPs in different situations 

 

A few situations can be encountered during a hydrographic survey: 

 

• Use of an incorrect SSP: 

One has reduced the soundings with an incorrect SSP and has obtained later the “correct” 

SSP. In this case, if the transit time and angle have not been saved, two LUTs need to be built: 

one inverse (computed with the original SSP) and one direct (computed with the new SSP). 

The first one is used to get back to the beam orientation and transit time from the already 

reduced depth and across track. Then the new direct LUT is applied to get the correct depth 

and across track solutions. If the surface sound speed has changed, a new series of steered 

angles must be computed as well, before applying the new LUT. 

 

• Use of two SSPs before and after the survey: 

This is the most usual case in which one takes two SSPs, one before and one after the data 

acquisition of the day. It can be done at the same location or in different places. There are 
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three ways of utilising these SSPs: 1- one can use a temporal linear interpolation of the water 

column changes, 2- a spatial interpolation or 3- both temporal and spatial interpolations. 

1- If a temporal interpolation is made, one is assuming that the water column structure is 

varying linearly with time. The supposition is that no front of temperature or salinity has been 

crossed. One way of proceed to such an interpolation is to apply the two refraction solutions 

for all the beams and to weight the depth/across track solution depending on the time of the 

selected ping. 

2- For a spatial linear interpolation, one proceeds in the same manner but with the weighting 

of the pings according to the distance from the two SSPs locations. If more than two SSPs are 

used, the ping weighting will be more complicated: all the SSP stations must be taken into 

account. 

3- in the third case, idealistic, both temporal and spatial interpolations are applied. 

 

There are, however, drawbacks to methods based on interpolation schemes. In reality the 

different characteristics do not vary linearly in time or space and are far from the linear 

approximation. These methods do not give an accurate enough solution to refraction problem. 

The artifacts in the resulting solution can be more or less apparent, depending on the unknown 

errors inherent in the assumption. They are also very computationally demanding and the results 

are still wrong [Hughes Clarke, 1999a]. 
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4.4. REDUCTION OF THE SOUNDINGS IN POST-PROCESSING 

 

There is a variety of methods that can be applied to the data in post processing. 

 

4.4.1. Relative Area Difference Method.  

 

This method uses an approach different to the usual ray tracing computations; it uses the 

relative area difference (εS) between two SSPs (see Figure 33). This area difference is defined 

as follows: 
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Figure 33: Definition of S∆ difference of two sound speed profiles [Geng, 1998]. 
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In these formulas, c1 and c2 are the two SSPs considered, z0 is the depth of the transducer 

and zb is the depth at which the beam hits the seafloor. 

The method is based on the fact (shown in a different way in §6.3) that a family of sound 

speed profiles having the same initial sound speed c0 and the same area under their profiles 

(εS=0) leads a ray to almost the same depth and across track values. 

If one knows the actual SSP and chooses a very simple SSP model (e.g. a zero gradient 

function), one can compute the relative area difference εS between these two profiles. 

One can establish two correcting functions (Eq. 46 and Eq. 47) which link the position 

given by the actual SSP (the unknown depth z and across track x) to the position given by the 

SSP model chosen (z’ and x’). The values z’ and x’ are easily computed by triangulation 

methods. It can be shown that the functions fz and fx are almost entirely dependant on the 

relative area difference εS and the beam angle α. 
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Therefore by computing the relative area difference εS, between the actual SSP and a very 

simple constant SSP, one is able to compute much faster and with a similar accuracy to the ray 

tracing method, the depth and across track estimates [Geng, 1998]. 

 

4.4.2. Equivalent Sound Speed Profile Method  

 

 

Figure 34: Search for an equivalent linear sound speed profile. 



 79

 

The equivalent sound speed profile method uses the same concept of relative area 

difference that has previously been described. An actual SSP can be a very complex curve and 

the aim of this method is to find the equivalent linear SSP giving the same depth and across 

track positions (see Figure 34). 

 

Given a reference depth zb0 (e.g. depth coming from a single beam laser in the vertical 

direction in shallow water) and given a zero gradient profile (see Figure 34) that provides a 

depth estimate z’b, the reference depth error is: 

Eq. 48     
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Knowing εz, the relative area difference εS between the equivalent profile and the zero 

gradient profile can be obtained by solving Eq. 46 for εS. It can also be expressed directly 

from Figure 34 by simple geometry (using the definition of εS, Eq. 44 and Eq. 45) as follows: 
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Eq. 49 can be solved for cb. We use the expression obtained to compute the gradient g of 

the equivalent sound speed profile as follows: 
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Eq. 50    
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Once one knows the gradient of the equivalent SSP it is straightforward to compute the 

depth and across track and these values are almost the same as those from the actual SSP. 

 

Having described the techniques of the application of the sound speed data to the 

multibeam soundings, we now focus on the methods used when the sound speed information is 

incorrect [Geng, 1998]. 

 

 

4.5. REFRACTION ARTIFACT REMOVAL METHODS 

 

4.5.1. OMG Refraction Tool  

 

A refraction-processing tool has been developed by the Ocean Mapping Group in order to 

minimize the refraction artifacts. This tool (described in Figure 35) allows the user to see the 

impact of a chosen one-layer SSP on the multibeam data. This model SSP is determined by 
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four different variables (transducer depth, surface sound speed, depth of the discontinuity layer 

and range of the discontinuity). This software allows the user to arbitrarily flatten the swath. 

The user works along every survey line in steps of 80 profiles at a time. When he considers 

a set of profiles presents refraction artifacts, he sets up a series of four coefficients that brings 

these 80 profiles in the horizontal. These four coefficients are written down in a coefficient file 

with the corresponding ping number (referencing the location of the correction within the line). 

Then, when the line is gridded, a SSP correction is dynamically applied to each profile. This 

SSP correction is an interpolation of the two closest sets of refraction coefficients to either side 

of the profile, that were selected by the user. 

 

 

Figure 35: OMG Refraction tool main window. 
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This method does not take into account any other information, it is based solely on the 

shape of the 80 swaths considered at each time along the line. The shape of the swaths may 

include natural second order slopes that sometimes cannot be distinguished from refraction 

artifacts. It is then a “guess” that the individual user makes each time that he/she sets up a series 

of coefficients. However, this method gives good results in very flat terrain where the refraction 

artifact appears clearly in the data. An experienced operator can pass through large amounts of 

data looking for regions that are smooth and low backscatter. These types of seafloor are the 

most appropriate for empirical estimation [Hughes Clarke, 1999a]. 

 

4.5.2. BatCor method  

 

The BatCor method is another tool for removing refraction artifacts in multibeam data that 

has been developed by the Ocean Mapping Group. This method uses a statistical approach; it 

determines corrections for each beam for a number of depth bins. It is composed in two parts; 

the first computes the needed corrections and the second actually applies them to the data. It 

goes through a series of steps that are described below (see Figure 36): 
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Figure 36: Methodology used by the software package BatCor [Dijkstra, 1999]. 

 

1- Determination of the average depth for each profile of the data set in order to allocate 

the profile to its corresponding depth bin. 

2- Determination of the slopes of the average profiles from all the depth bins. These slopes 

are computed as the averages of the slopes between nadir and a number of points on each side 

of nadir. 

3- Each profile is rotated in order to be horizontal. The natural slope of the seafloor is then 

removed. 

4- Computation for each beam (of the average profile in each depth bin) of the differences 

between the average depth of the tilted profile and the tilted profile itself. Then all these 

corrections are translated in order to have a null difference at nadir (taken as a reference 
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almost unaffected by refraction). Finally, the differences are averaged between the same beam 

on both sides of nadir in order to make the correction of one profile symmetrical. 

5- Application of these corrections to the dataset. 

 

This method gives good results when the number of profiles in each bin is large and when 

the refraction artifact is not varying within the stacking/averaging window. The average profile 

is then free of any natural morphology. An insufficient number of profiles introduces noise in the 

data. It needs also a small depth interval between the different bins because the corrections are 

not linear with depth. The corrections provided by this method induce a global depth error 

between the corrected and the original dataset. This trade-off and this depth error are the 

limitations of this method [Dijkstra, 1999]. 

 

4.5.3. Method of the 45° beams 

 

This method uses the beams emitted at ±45° from the vertical to estimate the SSP errors. 

The main term of the proportional depth error dz versus beam angle θ for errors dc, in the 

mean sound speed c, is given by the equation below: 

Eq. 51    ( )( )
c

dc
z

dz 2tan1 θ−=  
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This equation is valid under the assumption that the surface sound speed is correctly known. 

From it, we learn that the beam angles ±45° do not present any refraction errors. The quality 

of these beams is independent of any errors induced by the imprecision of the SSP used. This 

information can be used when survey lines cross each other. The tracks of the two beams at 

±45° and the vertical beam can be compared, (see Figure 37). 

 

 

Figure 37: Schema of an intersection area showing the tracks of the ±45° beam and the 

nadir beam. 

 

From Eq. 51 we can write at intersections 1 and 2, the following relations: 
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ZA1 is the measured depth of the track A at the point 1, z1 is the true depth at the point 1, 

cA1 is the average sound speed in the water column of track A at point 1, dcA1 is the error in 

the average sound speed cA1. Joining the equations above together we obtain the SSP 

corrections to be applied: 

Eq. 56  22
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The same equations written for nodes 3 and 4 give an additional value for each sound speed 

correction. These values at nodes 1 and 3 and nodes 2 and 4 can be averaged. This method 

provides corrections of the averaged SSP, which are easy to compute at each intersection of 

two survey lines. However this method has the serious drawback of being based on the 

assumption that the surface sound speed is correctly known [Capell, 1999]. 

 

4.6. CONCLUSION 

 

All these methods have their specific drawbacks. With an insufficient knowledge of the 

water mass, the operator is faced with two choices: 1- to apply one of these approximations or 

2- to reduce the swath width used. The next chapter presents a new method for removal of 

refraction artifacts. 
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CHAPTER 5 - GENERAL OVERVIEW OF REF_CLEAN 

 

 

5.1. CASE OF THE SAGUENAY FJORD 

 

Information about the project on the Saguenay can be found in the following references: 

[Coté et al., 1999], [Kammerer et al., 1998], [Locat et al., 1999], [Locat et al., 1998]. 

The need for improved removal of refraction artifacts came up during the processing of two 

successive surveys (1993 and 1997) in the Saguenay River, (PQ, Canada). Between the two 

surveys, a catastrophic flood occurred and a huge quantity of material was eroded and brought 

into the fjord by several rivers in the area. The two data sets were processed and two Digital 

Terrain Models (DTMs) were created. In order to achieve a good description of the location 

and the amount of the deposits, the difference between these two DTMs has been calculated. 

This new DTM shows two main phenomena: 1- the real changes between the two years and 

2- the artifacts from both surveys. Among all the different artifacts revealed the refraction was 

a dominant one. The artifact was pronounced due to the large time intervals between each 

sampling of the water column. Even after the application of the methods described in Chapter 

4, fairly strong artifacts remain (see Figure 38). A new approach to the data processing was 

needed. 
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Figure 38: Difference of the two DTMs. The stripes parallel to the ship tracks are 

artifacts, results of the application of an incorrect SSP. Right: refraction not 

processed; left: refraction processed, the artifacts are reduced but are still too 

high. [Kammerer et al., 1998]. 

 

The new method described in this thesis provides better control over the refraction artifact 

in multibeam soundings. It is still an approximation, as the true water column remains unknown. 

It is based either on the adjustment of the SSPs already applied to the data, or alternatively, to 

the creation of a new SSP. An overview of the method is presented in the next section. 
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5.2. OVERVIEW OF THE METHOD 

 

5.2.1. General 

 

The characteristics of a water mass vary greatly in time and space; this makes it necessary 

for us to estimate local corrections within the survey area. As seen in the last chapters, 

refraction affects primarily the outer beams of the swath. The central beams (beams around 

nadir) are much less degraded. They can potentially be used as a reference for the true depth. 

The method described in this thesis uses the nadir part of every survey line to constrain the 

computation of SSP corrections. Survey lines can be compared to each other in two different 

ways: when three lines are parallel to each other (and overlap) and when two lines cross each 

other. 

In the parallel case, an appropriate SSP correction would effectively merge the outer 

extremities of the middle line swath with the outer parts of the swaths of the neighbouring lines. 

The nadir depths of these lines on both sides can be used as an indication of the direction that 

the outer parts of the swaths should take after application of the SSP correction. 

In the crossing case, the nadir part of the crossing line can be used as a reference. An 

appropriate SSP correction deforms the swath of the line crossed in such a way that it fits with 

the nadir of the crossing line. 
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5.2.2. First approach: adjustment of the existing SSP 

 

The first approach consists in computing SSP corrections to be added to the actual SSPs 

measured during the survey and already applied on the data. The depth and position data, 

provided by the sonar processing-unit, are used. Corrections are generated by using the nadir 

depths as reference and are then applied on this data. 

 

5.2.3. Second approach: reconstitution of a new SSP 

 

In the second approach, things are considered in a different way. Instead of using the 

soundings on which a SSP has already been applied, the two way transit time and the beam 

angle are used to compute the synthetic SSP that best removes refraction artifacts. No prior 

ray tracing has been done on this data. A flat neutral SSP (with a sound speed of 1500m/s) is 

applied to the range and angle data. The heave of the vessel needs to be added to the depth 

obtained with the water column of 1500 m/s. This data is processed the same way as in the 

first approach. 

 

5.2.4. Overview 
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The proposed method is summarized in the flowchart of the Figure 39. The first approach 

(upper path in the flowchart) produces a SSP correction to be added and the second (lower 

path) produces a full SSP solution. This second approach is computationally heavier. 

However, it can provide some useful information about the equivalent water masses. The key 

part of the method is the SSP optimisation algorithm. 

 

 

Figure 39: Flowchart showing the two processing methods proposed. The first approach 

is described with the plain arrows and the second approach with the dashed 

arrows. 
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Before the detailed description of the methodology proposed (Chapter 7) and its 

application to an actual dataset (Chapter 8), a few preliminary studies have to be considered in 

order to justify assumptions and choices used in the methodology. This is the matter of the 

following chapter. 
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CHAPTER 6 - PRELIMINARY STUDIES 

 

 

In this chapter, a series of studies are presented in order to justify assumptions and choices 

taken in method described and applied in the last chapters. 

First, we look for the shape of a sound speed correction that will be added to the actual 

survey SSP, or that will replace the survey SSP. As seen earlier (see §2.2.1) the structure of a 

sound speed profile is usually very complex and changing in coastal water masses. 

One stable feature common to all of these profiles is the presence of a highly variable 

seasonal thermocline below the surface layer. This thermocline is a negative gradient in 

temperature (so in sound speed) versus depth. The heat during the summer months strengthens 

the thermocline. The stormy weather of the winter tends to mix the water masses and reduce 

the importance of the thermocline. 

As well as for the temperature, a halocline between the upper layers (low salinity) and the 

deeper layers (high salinity) takes place in the coastal water where there is much water runoff. 

The halocline is a strong positive gradient in salinity (i.e. a negative gradient in sound speed). 

The shape of our SSP model will present this structure. In the first part of this chapter we 

compare a SSP model with a thermocline/halocline linearly varying with depth to a SSP model 

with a step thermocline/halocline. The second part examines which variables are sufficient and 

necessary so one and only one shape of refraction artifact corresponds to one SSP model that 
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has created it. The third and last part investigates how our SSP model can be applied on top of 

an already existing SSP. 

 

6.1. INVERSE THEORY 

 

Our approach takes place in the context of inverse theory [Menke, 1984]. An inverse 

problem consists of the extraction of physical characteristics of a natural medium from data that 

have been measured in this medium. The data available here are the multibeam soundings; the 

model parameters that are sought are the sound speed values of the water column. The model 

relates the parameters to the data. Here, the model is characterized by the fact that a correct 

SSP generates multibeam data free of refraction artifacts and by inference adjacent swaths 

should match within the overlap. The inverse problem leads from the estimation of the 

refraction errors in the multibeam data to the estimation of the corresponding errors in the 

sound speed distribution in the water column. A real SSP is a continuous function of the sound 

speed versus depth. A discrete approach is used here. The discrete model parameters will be 

represented by a finite number of numerical values. The SSP profile sought is represented by a 

finite number of sound speeds and depths. 
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6.2. CHOICE OF A SYNTHETIC SSP 

 

6.2.1. Introduction 

 

A SSP acquired in the field is a complex function of sound speed versus depth. We look for 

a correction that approximates the shape of a real SSP. The main stable characteristic of an 

actual SSP is the presence of a thermocline/halocline. Two local functions can be used to 

approximate the strong speed gradient corresponding to the thermocline in our SSP model: we 

have the choice between 1- a linear function (a gradient) and 2- a constant step function. The 

gradient function is a more realistic approximation of the SSP than the constant function. The 

aim of this section is to compare these two approximations and to select the most appropriate 

one. 

 

 

6.2.2. Methodology 

 

Being given a step SSP that brings a ray from an angle 1θ  to an angle 2θ  through a sound 

speed discontinuity at a certain depth zs; we look for a gradient SSP which brings the ray from 

1θ  to the same angle 2θ  through a layer [z1, z2] of linearly varying sound speed. If there is one 
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we should be able to determine z1 and z2 from zs, the gradient g and the two sound speeds c1 

before and c2 after the change. Figure 40 shows how a step SSP and a gradient SSP can lead 

a ray in a similar way. 

 

 

Figure 40: Two equivalent synthetic SSPs and their effect on the propagation of a single 

beam. On the right the SSP has a step function at zs, on the left a gradient 

function. The angles after the two speed changes are the same. The two SSPs 

bring the beam along the same path. 

 

After having found the gradient SSP, which brings a ray along the same path as the step 

SSP, we will consider the actual difference range between the two SSPs for the same depth. 

First, the methods used to apply these two SSPs on the flat seafloor are described. 
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6.2.3. Step SSP computation 

 

The direct application of a step SSP on the data is as follows. As inputs, we have θ1 and T 

the beam angle and travel time. The original across-track distance and depth of the beam are 

computed from these inputs. This is achieved with the assumption that the sound speed is 1500 

m.s-1 ( Tr ×= 1500 ). The step SSP is composed by a first layer that goes from the surface to 

the depth zs with a sound speed c1, and the rest of the water column has a sound speed c2 (see 

Figure 41). 

 

 

Figure 41: effect of a step SSP on a single ray, deviation of this ray from its original 

heading (c1>c2). 
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At the layer boundary (z=zs) Snell’s law is written: 

Eq. 58    )sinsin( 1
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c
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The corresponding range is equal to:  
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From the boundary zs to the bottom with an orientation of 2θ at the surface, the signal has to 

travel the distance r2: 
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In this equation, it is assumed that the initial range r has been covered at the average sound 

speed of 1500 m/s. Finally the new depth and across-track distance are computed as follow: 

Eq. 61    222 cosθrzd s +=  

Eq. 62    2212 sintan θθ rza s +=  
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6.2.4. Gradient SSP computation 

 

In this case, there is a sound speed gradient s between the depths z1 and z2 (see Figure 42). 

 

Figure 42: Ray path through a water column having a gradient in the variation of the 

sound speed versus depth. 

 

Above z1 and below z2 the situation is the same as in the previous paragraph. In order to 

compute the depth and across-track changes through [z1, z2], this layer is decomposed in N 

layers (the alternative method would be to use Eq. 23 to Eq. 29. For each layer, the 

calculations are done as follows: θp and cp are the angle and the sound speed at the entrance of 

the layer; θ and c the angle and sound speed after the beam within the layer. j is the number of 

layers already crossed. 
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At the exit of a layer, the across-track range added is: 
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The total time used to cross the layer is: 

Eq. 65     
θcos

112

cN
zz −

 

These computations are realized for each layer. The total across-track range and the 

distance traveled by the ray between depths z1 and z2 are computed. At the exit of the last 

layer, we compute the final depth and across-track by the same way as in §6.2.3 above. A 

large number of layers insures the validity of the approximation. 

 

 

6.2.5. Comparisons of the results and conclusion 

 

If we have a closer look at the area where the ray is curved by the speed gradient and 

deflected by the sound speed discontinuity, we can see what is illustrated in Figure 43. The 

point C has the following property: the segments [AC] and [BC] are tangent to the circle of 

radius R so C (intersection of the two segments) is located at the bisecting line of the angle 
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AOB (O being the centre of the circle invisible on this figure). The distances from A to C and 

from C to B are then equal: d(A,C)=d(CB). 

 

 

Figure 43: Close-up on the area where the ray changes direction. It follows a curve AB 

in the case of a gradient SSP and follows the path ACB in the case of a step SSP. 

 

If we consider the two triangles (delimited by the gray lines on Figure 43) we can express 

the common relation: 
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The known sound speed gradient is expressed by the following equation: 
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Snell’s law is applied between A and B and is written: 
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From the expression of g, from the expression of Snell’s law and from Eq. 66 we can express 

z1 and z2: 
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We have then found z1 and z2 that define a gradient SSP. This gradient SSP brings a ray 

along an exact same path than a step SSP. We have to investigate now which range error is 

generated by the difference in speed from the two approaches. 

Let us consider for a depth zt, the transit times for the two SSPs to get vertically to zt: 

Step SSP: 

Eq. 71   
21

1 c
zz

c
z

t sts −
+=  



 103

Gradient SSP: 

Eq. 72   
2

2

2

1

1

1

2

2

1

1
2 ln

1
)(

2

1
c

zz
c
c

gc
z

c
zz

zc
dz

c
z

t tt
z

z

−
++=

−
++= ∫  

 

The difference between t1 and t2 multiplied by ( )2122 cttc −  gives the range error between 

the two SSPs. This range error projected on the two axes gives the errors in depth and across 

track. This difference has been computed for different gradient values for a depth of zt=100 m, 

and is plotted in Figure 44. The amplitudes of the differences are proportional to 10-4 m. 

 

Figure 44: Variation of vertical range difference between a step SSP and a gradient SSP 

for different values of gradient. The amplitude of these differences is 10-4 for a 

total depth of 100 m. 

 

Consider now the transit times to get obliquely to zt: 
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Step SSP: 

Eq. 73   
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Gradient SSP: 
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The reader can notice in Eq. 72 above that the layer of gradient speed has been 

decomposed in layers of thickness zδ . The differences in oblique range between the two SSPs 

have been computed for a few discrete beam angles. These values are plotted on the graph in 

Figure 45. In the oblique case, the amplitudes of the differences are proportional to 10-3m. 
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Figure 45: Variations of oblique range differences between a step SSP and a gradient 

SSP for different propagation angles (10°, 30° and 50°) for different values of 

gradient. The amplitude of these differences is in millimetres for a total depth of 

100m. 

 

The conclusion is that the step SSP approximation and the gradient SSP approximation are 

roughly equivalent. Therefore, being much simpler to compute, the approximation of the 

thermocline/halocline as a step function was used henceforth. 

 

6.3. VARIABLE REDUCTION 

 

6.3.1. Introduction 

 

The shape of the correction chosen in the previous paragraph is a two-layer step SSP as 

shown in Figure 46. 
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Figure 46: Example of a SSP with two layers. It is fully described by the four variables 

c0, c1, c2, and zs. 

 

Such a profile is defined by the following four variables: the surface sound speed c0; the first 

layer sound speed c1; the second layer sound speed c2; and at last the depth of the sound 

speed discontinuity zs. 

This is the model used in the OMG Refraction Tool (see §4.5.1). 

 

6.3.2. Case of c0 

 

The variable c0 corresponds to the sound speed error at the face of the transducer. We 

have studied the shape of the artifacts generated by this error (see §3.4). We have seen that 

the amplitude of these artifacts is periodic (because of a roll dependency). 
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It has been shown [Dinn, 1995] that for flat array transducers a sound speed discontinuity 

at the face of the transducer and at a certain depth in the water column generates the same kind 

of refraction artifact. In the case of flat array transducers, the variable c0 is useless and does 

not need to be considered. For other system configurations, c0 stays among the variables to be 

computed. 

 

6.3.3. Case of zs, c1 and c2 

 

We are looking for interdependence within the set of these three variables in order to 

simplify the search for the SSP correction. Figure 47 shows how two couples (c1, c2) for a 

fixed depth zs and two couples (zs,  c2) for a fixed speed c1 can bring a ray through two 

different paths to similar depth and across-track positions. These positions are not exactly 

equal because the SSP changes from one case to the other. We evaluate the amplitude of the 

position differences to estimate the validity of the interdependence between the variables. 
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Figure 47: These two simple graphs show how two couples (c1, c2), (c1’, c2’) for a fixed 

depth zs (on the left) and two couples (zs, c2), (zs’, c2’) for a fixed speed c1 (on the 

right) bring a ray through two different path at similar depth and across-track 

positions. This graph illustrates “non-uniqueness” of the inverse problem. 

 

It is then justified to look for interdependence within these two couples of variables. In this 

paragraph, first the couple made by c2 and zs is considered; then the couple c1 and c2 is 

analyzed. 

 

 

6.3.4. Methodology 

 

Step #1: 
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We have three variables: zs,  c1, and c2 defining a sound speed profile. This dataset is 

applied on a synthetic flat seafloor and this generates a deformed swath. A parabola is fit to 

this deformed swath. The equation of the parabola can be written: 

Eq. 75    0
2

0 bxay +=  

In this equation y is the depth and x the across-track position. The two coefficients a0 and 

b0 define a unique parabola. There is no term in x in Eq. 75 because the flat seafloor generates 

a symmetric refraction artifact and the parabola fitting this symmetric curve should have its 

minimum centred on the y-axis. 

 

Step #2: 

Either c1 or zs is kept constant; the other is changed to a different arbitrary value c1’ or zs’. 

A minimisation algorithm (see Fibonacci algorithm §7.7) looks for the value of c2 that minimizes 

the difference between the two parabolas generated. This difference is the difference between 

a0 and a1 (a1 is the coefficient of the parabola fitting the new deformed swath). The equation of 

this second parabola is then: 

Eq. 76    1
2

0 bxay +=  

The two parabolas fit very well to the deformed swath that they approximate. As can be 

seen in Figure 48, the absolute differences between the deformed swaths and their 

corresponding parabolas do not exceed 1 cm (for a 100 metres depth) for the outermost 
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beams. It is therefore justified to use these parabolas to compare the deformed swaths with 

each other. 

 

 

Figure 48: Absolute difference by beam number between the swath resulting from the 

application of a two-layer SSP on a flat seafloor and its best-fitting parabola for 

c1=1500 m/s; c2=1505 m/s; zs=10 m and c1’=1510 m/s; c2’=c2; zs’=zs. 

 

Step #3: 

The only difference between the two parabola equations is now a vertical offset (difference 

between b0 and b1). This offset can be visualized at nadir (x=0). It represents the difference of 

the traveled distance due to the change of harmonic mean sound speed (see §2.2.3.1) in the 

water column. The travel time stays the same. In each case, its value can be computed in the 

three different cases (see Figure 49) as follows: 
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Figure 49: Variation of the traveled distance at nadir for the different cases. Case 0: 

appliance of the dataset (c1, c2 and zs ) onto the flat seafloor. Case 1: estimation 

of c2’ for zs constant and the new value c1’. Case 2: estimation of c2” for c1 

constant and the new value zs’. 

 

The two swaths of case 1 and case 2 can be adjusted to the swath of case 0 (see Figure 

50). The distances between the nadir of the two swaths and the nadir of the swath of case 0 

can be written as follows: 
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Figure 50: vertical adjustment of the two deformed swaths at nadir (on the left). Once 

adjusted (on the right) the two swaths match perfectly. 

 

These corrections adjust exactly the two swaths #1 and #2 onto the original swath, in a way 

where the best-fitting parabolas are now the same (same x2 coefficient coming from the 

minimisation and same constant coefficient from the sound speed adjustment). Even if the two 

curves are perfectly overlaid, the positions of the soundings can be located differently on the 

same curve. It is not distinguishable unless we have a target in the area. 
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It has then been shown that with this correction added it is possible to generate the same 

best-fitting parabolas to the same deformed swath with two different couples of (c1, c2) or two 

different couples of (zs, c2). 

 

 

6.3.5. Conclusion 

 

In the section 6.3 above, it has been proven that interdependence relationships exist within 

three of the four variables that define a two-layer SSP. The sound speed of the first layer c1 

and the sound speed of the second layer c2 as well as the depth of the discontinuity zs and the 

sound speed of the second layer c2 are interdependent. From the four variables only two (c0 

and c2) are needed to have a unique SSP model that creates a unique refraction artifact. 

 

 

 

 

6.4. VALIDITY OF THE ADDITION OF A SYNTHETIC ONE-LAYER SSP CORRECTION 
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6.4.1. Introduction 

 

In this fourth section we compare the results of the successive applications of SSPs with the 

results of the application of a single SSP that is the sum of the SSPs applied previously. This is 

the method used in the OMG Refraction Tool (see §4.5.1). The purpose of this study is to see 

if one has to go back to the multibeam raw data free of any SSP application in order to modify 

a SSP already applied. If this can be justified to a reasonable degree of accuracy, a saving in 

computational time can be gained. 

 

 

6.4.2. Methodology 

 

To achieve this, we consider again a synthetic flat seafloor (100 metres deep) and a real 

SSP taken during a multibeam survey. We want to add a correction to the SSP. This 

correction is a synthetic two-layer SSP. In this case, we use a 20 metres deep layer in which 

the sound speed is 1500 m/s; below this layer, the sound speed is 1520 m/s. 

A numerical model has been developed in order to apply a real (multi-layer) SSP to 

multibeam data. This algorithm is included in the program file apply_SSP. 

The methodology (see Figure 51) consists of the comparison of the results of the two 

following methods: 
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1st method: successive applications of the real SSP and of the synthetic two-layer SSP on 

the flat swath. 

2nd method: application of the sum of the real SSP and the synthetic SSP on the flat swath. 

 

6.4.3. Results and Analysis 

 

The two graphs in Figure 51 look very similar. In this paragraph, we are going to compare 

them in more detail in order to estimate the validity of the equivalence of the two methods. The 

two graphs from Figure 51 above are subtracted from each other. The absolute values of the 

differences for each beam in depth and across-track are plotted in Figure 52. 

Notice that for this extreme correction (20ms-1 added to the sound speed of the first 20 

metres of the SSP), all the beams at a depth of 100 metres have an error amplitude below 10 

centimetres (0.1% of the water depth). Only the last outer beams present differences over 5 

centimetres. The average error in depth is 1.93 centimetres and in across track 2.76 

centimetres. 
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Figure 51: This schema compares the successive applications of a real SSP and of a 

synthetic one layer SSP to the application of the sum of these two SSPs on a 100 

metres deep synthetic flat seafloor. 

 

Figure 52: Absolute value of the differences between the graphs resulting from the two 

methods used above. The filled circles correspond to the difference in depth, the 

empty circles correspond to the across track difference. 
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Figure 53: Differences for the 60 beams in depth (on the left) and across track (on the 

right) values of the graphs coming from the two methods compared in §6.4.2 for 

seven real SSPs. 

The method has been repeated with seven real SSPs from seven different hydrographic 

surveys in different geographic locations. The ranges between the graphs in depth and across 

track values have been computed and plotted in Figure 53. 

 

The errors in depth which appear in Figure 53 are in amplitude less that 0.4% of the water 

depth for the total swath and less than 0.1% for the 30 central beams. The error in across 

track are even smaller: less than 0.2% of the water depth for the total swath and less than 

0.1% for the 30 central beams. The average value in depth error is of 7 cm (0.0695 m). The 

average value in across track error is 4 cm (0.0385 m). 



 119

These results justify the appliance of synthetic two-layer SSP correction onto multibeam 

data on which a real SSP has been applied. This is especially true given that the correction is 

only an approximation of the likely change in c(z) anyway. 

 

6.5. CONCLUSIONS 

 

At the end of this chapter, three conclusions can be outlined. We were looking for the best 

SSP model that could be used as a correction to be added to a real SSP or to be equivalent to 

a real SSP. A real SSP usually has a complex structure. A stable feature that characterizes a 

SSP is the presence of a strong speed gradient (thermocline/halocline) at a certain depth below 

the surface waters. Our model contains this feature. 

1- In the first section §6.2 we compared two different ways to model the strong speed 

gradient: a step function and a gradient function. The differences between these two SSPs 

being really small, we select the SSP that presents the simplest form for computational 

purposes: the step function SSP (also called two-layer SSP). 

2- We have in §6.3 found two links between three of the four variables defining a two-layer 

SSP model. This leads us to the following conclusions. In order to cover all the different ways 

of how a flat seafloor can be distorted by a two-layer SSP, we can fix to a constant the depth 

of the discontinuity and the sound speed of the upper layer. Such a SSP model is defined only 
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with the deeper layer sound speed and the surface sound speed. The number of variables has 

been reduced from four to two. 

3- In §6.4 we have proved that a synthetic two-layer SSP can be added to multibeam data 

on which a SSP has been previously applied without having to remove the SSP to add it to the 

two layer SSP correction before reapplying it. 

By compiling the last three points, our SSP model will be a step function (point 1). It is 

defined by a variable surface sound speed, a sound speed discontinuity at an arbitrary depth, a 

constant sound speed in the upper layer, and a variable sound speed in the deeper layer (point 

2). This correction can be applied to multibeam data having been already reduced by another 

SSP (point 3).  

All these important results are justifications of methods used in the next chapter. 
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CHAPTER 7 - METHODOLOGY 

 

 

This chapter contains the proposed methodology for removing refraction artifact in 

multibeam soundings. First, the preliminary computations are described, and then the 

algorithms that compute refraction coefficients in the situation of parallel and crossing survey 

lines are explained. Finally, the limitations imposed by the roughness of the seafloor and the 

detrimental effect of the external errors in the soundings are clarified where they influence the 

application of the Ref_Clean method. 

 

 

7.1. PRELIMINARY COMPUTATIONS: EXTRACTION_OMG 

 

We use the multibeam processing tools developed by the Ocean Mapping Group (OMG). 

This software package SWATHED has its own data format [Hughes Clarke, 1999b]. The 

multibeam data must have already been processed with these tools when the application of 

Ref_Clean can be considered (a step taken only if refraction artifacts are still apparent in the 

seafloor images). The first step to be done before the application of Ref_Clean is the extraction 

of the specific data needed from the OMG processed files. 
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The program that achieves this is called extraction_OMG . It creates, for each survey line, 

three ASCII files:  

1- a bathymetry file (no extension) that contains for each beam latitude, longitude, depth, 

across track, two way transit time, vertically referenced beam depression angle and 

status (validity of the beam after data cleaning); 

2- a navigation file (.nav extension) that contains for each navigation point (each ping) 

latitude, longitude, heading and tidal value; 

3- a boundary file (.bounds extension) that contains the coordinates in latitude and 

longitude of the area in which the survey line is located (four values). 

 

 

7.2. FIRST APPROACH: ADJUSTMENT OF THE EXISTING SSP 

 

The purpose of this approach is to determine an additional SSP correction, which when 

applied on top of the data corrected using the original observed SSP, removes the residual 

refraction artifact as effectively as possible. As the water masses tend to vary significantly in 

space, we need to calculate local SSP corrections at different points along each of the survey 

lines. To achieve this, we apply artificial SSPs by using the preliminary studies realized in 

Chapter 6. 
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The beams around nadir of the survey lines are used as a reference to give an indication of 

the true bathymetric surface (they are much less degraded by refraction than the outer beams 

see §2.2.3.1). The method uses the information from two parallel lines and from crossing lines 

to constrain the shape of the swath of the central line. The shape of the swath free of refraction 

artifact should be the one that best aligns with the nadir depths of other surrounding lines. This 

approach determines the iterative SSP correction that best aligns the swath of the studied line 

with the nadir values of the two neighbours or of the crossing line. 

 

 

7.3. SECOND APPROACH: PRELIMINARY COMPUTATIONS 

 

As mentioned earlier (see §5.2.3), in the second approach, instead of using the depth and 

across-track data computed with the measured sound speed of the area, we use now the 

original transit time of the acoustic signal and the angle of the received beam. The idea is to 

generate synthetic two-layer SSPs that are not only corrections but also data with an intrinsic 

physical meaning. 

 

Bearing in mind the equivalence of many water columns (see §6.2 and §6.3), these SSPs 

describe the essential character of the water mass (the thermocline/halocline). Using the first 
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approach, only iterative correctors are used and thus depend on the original SSP already 

applied. 

 

Since the method needs depth and across-track values in input, we need to convert the time 

and angle data into depth and across-track. A sound speed value describing a homogeneous 

neutral water column needs to be chosen to actually perform this computation. The value of 

1500 m/s has been chosen, as it is the global average sound speed value throughout the 

oceans. 

 

Another value could have been chosen; for example, a global average of the velocities 

measured in the few SSPs taken during the survey. This value is an average of the local water 

mass for the area and the time of the survey. The amplitude of the coefficients computed would 

be smaller by using the local average of the water mass than the more global average 1500m/s. 

The final results would not change. The important point is to have a common reference for all 

the corrections. 

The heave affecting the ship needs to be subtracted from the depth. 

 

The simple computations are done as the two equations below show it: 

 

Eq. 81    htd +∆= )cos(1500 θ  
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Eq. 82    )sin(1500 θta ∆=  

 

where d is the depth, a the across-track value, t∆ the transit travel time, θ  the beam angle 

and h the heave value. 

 

The heave h is the component recorded at the time of transmit. It is not the average of the 

heave at transmit and at receive as it is done in rigorous ways. It does not really matter for the 

high ping rate that is used in shallow water areas as it is the case in the example seen later. 

 

After these fast computations, the rest of the methodology is the same as that for the first 

approach. The difference lies in the actual meaning of the corrections computed. The results of 

the second approach are the corrections needed if the water masses had previously been a 

fictitious homogeneous average value of 1500 m/s. Therefore, these corrections have some 

connections with the actual physical sound speed distribution through out the area. They can be 

compared with each other because they have been computed on top of a same reference. 

 

The program called depth_to_twttOMG  converts an OMG processed file in which the 

depth and across-track values have been reduced with the actual SSPs into a similar OMG 
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data file. In this OMG file the depth and across-track values are computed directly from the 

transit time and beam angle as described in Eq. 81 and Eq. 82. 

 

7.4. METHODOLOGY: CASE OF PARALLEL LINES. 

 

7.4.1. Overview 

 

The first step of the method is to decompose the data in small datasets. The second step 

consists of the adjustment of the average swath of each of these small datasets and the 

computation of the optimal refraction coefficients defining the SSP to be applied. 

 

7.4.2. First step: decomposition of the survey line in small datasets 

 

The program called para1_find does this part. When the option –twttba is added on the 

command line, the program uses equivalent depth and across values based on the transit time, 

beam angle and a 1500 m/s SSP (see §7.3) instead of the depth and across-track data.  

para1_find receives in input the three ASCII files created by extraction_OMG  (see 

above §7.1) for each of three parallel survey lines (9 input files in total). The purpose of the 

decomposition is to break down the three lines in a series of blocks of equal length. 
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Each block contains three segments of line coming from the three lines considered. For each 

segment of the middle line, two segments are associated on either side of the two parallel 

survey lines. These two segments are of equal length and similar heading on both sides of the 

middle segment being analyzed. 

To achieve this, we project the navigation of the three lines on an imaginary straight line 

aligned along the average of the headings of the three lines, see Figure 54. 

 

 

 

 

Figure 54: Schema of the projection of the navigation data points from the three 

parallel lines onto a reference line oriented along the average of the three 

headings of the survey lines. 
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The coordinates of the navigation point on the reference line are computed as follows. The 

equation of the reference line is: 

Eq. 83    baxy +=  with 

a and b are computed as follows: 

Eq. 84    
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The equation of the projection line orthogonal to the reference line is: 

Eq. 86  '' bxay +=  with 

Eq. 87  )90)(tan(arctan' °+= aa  (orthogonal to baxy += ) and 

Eq. 88  lonalatb '.' −=  (the line contains the navigation point (lon, lat)) 

 

The solutions of the linear system composed by the two equations (Eq. 83 and Eq. 86) are 

the coordinates of the projected point (lat’, lon’). 
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We select an area where this straight line has a neighbour line on both sides. The two black 

dots in Figure 55 are the ends of the selected area. The line is then cut in a certain number of 

segments of equal length, which is chosen by the operator depending on how dense he/she 

wishes the geographic distribution of the corrections to be. These segments are our working 

areas. 

 

 

Figure 55: The figure on the left is the global view of the three survey lines, the common 

segment and its partition in segments. The right figure is a close-up view on one 

of these sub segments. 

 

From the data of each segment are extracted the following values: 

- The ping number in the middle of the segment for each line, 

- The average nadir depth for each line, a1, a2, a3, 

- The average tide for each line, t1, t2, t3, 
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- The latitude and longitude of the centre of the segment for the middle line 

- The average distance between the navigation of each lines, d12, d23, 

- The 60 average across track and depth values for the middle line, acc[0, ... ,59], dep[0, 

... ,59]. 

 

The data listed above is stored in the file infoswath used for the second step. Another 

output file is created, called infoline. The number of segments computed, the names of the 

lines being processed and the total number of pings in each line are stored in infoline. 

 

7.4.3. Second step: adjustment of the average swath: 

 

The program called para2_adjust does the adjustment of the average swath. From the 

data computed in the previous paragraph (§7.4.2), we proceed now to the evaluation of the 

SSP that brings the average swath as close as possible to the segments of line shown in Figure 

56. This is done individually for each subsection of the survey line studied. 
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Figure 56: Relative position of the different lines in a cross section of each segment. 

First method above: the swath is adjusted to the nadir depth of line #2. 

 

The first step is to reduce the average nadir depths of each line with the tide coefficients 

computed above: a1’=a1+t1, a2’=a2+t2, a3’=a3+t3 

The sixty beams of the average swath of the middle line are then shifted vertically in order to 

have at the same depth the average nadir depth and the average of the twenty central beams. 
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At this point, the optimisation of the refraction coefficients can now be carried out. The 

function f(c0, c2) (to be minimized) used in the search of coefficients c0 and c2 (see §7.7) is the 

sum of the squares of the vertical differences between the average swath depth of the middle 

line and the segments joining the nadir of the neighbour lines. We assume here that the seafloor 

is varying linearly from one average nadir depth to the other. The quality of this approximation 
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depends on the line spacing used as well as on the width of the swath. When the width of the 

swath is larger than twice the line spacing it is better to use the second closest parallel lines 

instead of the first. 
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where Across(i) and Depth(i) are computed with the model SSP defined by c0 and c2; a 

and b are the coefficients of the line that joins the average nadir depths; N is the number of 

beams of a swath. 

 

 

7.5. METHODOLOGY: CASE OF CROSSING CHECK-LINES. 

 

7.5.1. Overview 

 

The idea developed in the case of crossing lines is to use the nadir beams of the check-line. 

It is used as a reference for the true shape of the seafloor in order to estimate the refraction 

coefficients that best bring the average shape of the swaths of the line being analyzed as close 

as possible to the reference profile. It is done in three steps: the localization of the intersection 
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between the two lines, the setup of the two profiles to be compared and finally the actual 

optimisation of the refraction coefficients. 

 

7.5.2. First step: localization of the crossing point. 

 

The algorithm cross1_find is designed to determine the geographical coordinates and the 

ping numbers of the crossing point between the survey line and the crossing check-line. As with 

para1_find (see §7.4.2) when the option –twttba is added on the command line, 

cross1_find recalculates the depth and across-track distance based on the transit time and 

beam angle and a 1500 m/s SSP (see §7.3) instead of the original depth and across-track 

data. 

First, by using the boundary files it determines if the two boundary boxes overlap. If they do 

intersect and if the difference in heading between the two crossing lines is large enough (we are 

looking for an intersection angle within ±30° from the orthogonal), the program reads the 

navigation files and looks for an intersection point between them. In order to do this, it looks 

for the minimum distance between the middle of segments constituted by two navigation points 

of each line (see Figure 57). If this minimum is lower than a fixed threshold (relative to the ping 

rate), the lines intersect. The two ping numbers (for the two lines) of this intersection point are 

given by the navigation points which correspond to the minimum distance below the threshold. 

The exact location of this intersection is then determined by computing the equations of two 
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straight lines passing through the four navigation points of the two segments corresponding to 

the minimum distance (see Figure 57). This latitude and longitude are stored in a file called 

crossingfile1file2 with the names of the lines and the ping numbers corresponding to the 

intersection. 

 

Figure 57: Schema of an intersection between two survey lines. 

 

7.5.3. Second step: selection of the data to compare. 

This second step is realized by the program cross2_grid. 

 

7.5.3.1. Selection of the data from the survey line 

From the survey line we select a certain number of profiles (all the pings that lie within the 

intersecting swath, 200 for example) on each side of the intersection location determined in the 

first step. These profiles are averaged in latitude, longitude, across-track, depth and average 
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azimuth. This average profile is our information about the survey line in the area. The averaging 

tends to weaken the influence of real features on the seafloor and to keep only the refraction 

artifact and the natural slope. Figure 58 shows profiles selected from the survey line on both 

sides of an intersection point. 

 

Figure 58: Selection of 200 profiles from the survey line on both sides of the intersection 

point with a check-line. 

 

7.5.3.2. Selection from the check-line 

From the check-line we are only interested in the nadir part. In order to avoid the influence 

of spikes (penetration and amplitude/phase transition area noise, see external errors in §7.9.4) 

and real features on the sea bottom, the data (latitude, longitude, across-track, depth) from the 

10 central beams of a certain number (200) of swaths are averaged out. Figure 59 shows the 
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average of the 10 beams around nadir selected from the check-line on both side of the 

intersection point. 

 

 

Figure 59: Selection of the 10 beams around the nadir of the check-line. 

 

At the end of this first step we have two average profiles, which are geographically located 

as shown on the Figure 60. 
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Figure 60: Left: view of the two selections made from the two crossing lines. Right: 

average profiles of the 200 swaths of the survey line and the 10 central beams of 

the check-line. 

 

7.5.3.3. Projection of the two selections on a common straight line 

In order to be compared, these two profiles are both projected on a reference straight line 

defined by the average heading of the 200 pings selected out of the check-line and which goes 

through the intersection point. This is done to preserve as much as possible the shape of the 

average profile of the survey line from which refraction coefficients will be computed. Figure 61 

shows the superposition of the two average profiles on the reference straight line. The results of 

these projections are stored at the end of the output file (called crossinglineNlineM) of 

cross1_find. 
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Figure 61: The two average profiles have been projected on the straight line defined by 

the average heading of the check-line and passing by the intersection point. 

 

7.5.4. Third step: comparison of the two average profiles. 

 

This step is realized by the program cross3_adjust. 

 

7.5.4.1. Resampling of the survey line average profile: 

Having averaged 200 swaths from the survey line, we now have a profile of 60 beams (in 

the case of a Simrad EM1000). We averaged 10 central beams from 200 swaths of the 

crossing line, from which we generated another profile but this time of 200 points. In order to 

compare these two datasets we resample the points from the crossing line (200 points) onto 

the equivalent positions of the beams of the survey line profile (60 points). The profile of the 

crossing line obtained is shifted vertically so that the average of its nadir beams is at the depth 

of the other profile (the amount of this shift corresponds to the average vertical error present in 

the dataset see §7.9 for external errors). If we plot the profile obtained with the survey line 

profile we obtain the following graph: 
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Figure 62: Superposition of the profile from the survey line (the curved profile) with the 

gridded profile from the crossing line. 

 

7.5.4.2. Computation of the trend of the crossing line profile: 

The trend of the nadir profile of the crossing line is computed and plotted in the Figure 63. 

We are now ready to proceed to the evaluation of the two-layer SSP which brings the average 

swath onto the trend of the crossing line profile. 
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Figure 63: Comparison between the trend of the crossing line profile and the survey line 

average swath. 

 

7.5.4.3. Computation of the refraction coefficients 

The search algorithm is described in the following paragraph §7.7. The coefficients of the 

two-layer SSP (surface sound speed and sound speeds of the second layer) are computed in 

order to minimize the distance between the two profiles. The criterion used in the search of the 

refraction coefficients is the sum of the squares of the vertical differences between the survey 

line average swath and the trend of the crossing line profile (same as Eq. 90). 
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Across(i) and Depth(i) are computed with the model SSP defined by c0 and c2. 

 a and b are the coefficients of the trend of the nadir profile of the check-line 
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 N is the number of beams of a swath. 

 

This brings the average swath of the survey line as close as possible to the trend of the 

crossing line profile. The plot in Figure 64 illustrates this. Notice in this picture that there is a 

slight roll bias between the deformed swath and the trend of the crossing line. As we will see 

later (see External Errors in §7.9) the refraction tool is made inefficient by a large roll bias. 

 

 

Figure 64: Plot of the survey line average swath deformed by the two-layer SSP, which 

brings it as close as possible to the trend of the crossing line. 

 

 

7.6. ROUGHNESS OF THE SEAFLOOR 

 



 142

Even with the averaging used in the two methods described above, the natural morphology 

of the seafloor sometimes still appears in the profile used to determine the refraction 

coefficients. This will happen if there is significant topography of length scales at the dimension 

of the averaging (200 pings used here). This residual topographic signature will bias the 

computations and can result in false coefficients. In order to prevent this from happening, we 

estimate the roughness of the area and weight the refraction coefficients accordingly to this 

roughness. The stronger the roughness, the less trust we place on to the coefficients and vice-

versa. Refraction artifacts are usually highly visible in flat and monotonous terrain and much less 

visible in rough topography zones. 

The roughness is defined in an area by two different components. The first component is 

called the across-track roughness; it is determined from the variance about the average profile 

in a segment of the survey line. The second component is the along-track roughness; it is the 

roughness of the nadir area along the survey line. 

 

7.6.1. Across-track roughness 

 

The across-track roughness is computed from the average profile in each segment of the 

survey line (see 7.4.2) and at the crossing points of two lines (see 7.5.2). The coefficients of a 

parabola that best fits the shape of the average profile are computed. Such a parabola is not 
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symmetric on the y-axis because the natural slope is present in the data. It has an equation as 

follows: 

Eq. 92    cbxaxy ++= 2  

 

 

Figure 65: average profile of a segment of a survey line with the best fitting parabola 

from which the roughness value is computed. 

 

The roughness r of the average profile is defined as the sum of the square of the differences 

between the best fitting parabola dparabola and the average depths dave computed for the N 

beams. r is then divided by the number of beams N used. The roughness is then normalized by 

the average nadir depth z  in order to make it independent of the depth of the area where it is 

computed. What we consider as roughness here is in fact the average of the residuals of a 

second-degree approximation of the across-track profile. The shape of the refraction artifacts 
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is very similar to the shape of a parabola. The result of the roughness computation is then 

independent of the magnitude of refraction artifacts. The outer beams are kept out of from the 

computation because they are normally soundings of dubious quality and are unlikely to be 

representative of the true seafloor roughness. The formula used is shown below: 

Eq. 93    
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7.6.2. Along-track roughness 

 

The along-track roughness describes the roughness in the nadir part of the stripe of seafloor 

ensonified in an along track direction. This computation is realized in each segment of the 

survey line. For each ping in the segment, the depths of the five beams around nadir are 

averaged together. The position of the resulting depth is computed as the distance from the 

coordinates of the nadir beam of the considered ping to the coordinates of the first ping of the 

survey line. We have thus a series of couples (depth, distance). The trend (best fitting linear 

line) of this depth series is computed, see Figure 66. The roughness is computed as the sum of 

the squares of the differences between the averaged nadir depth and the value of the trend at 

this position. The formula for this computation is shown below with dnadir the average nadir 
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depth, dtrend the depth of the trend and N the number of pings in the line segment, as the 

across-track roughness it is normalized by the average nadir depth z : 

Eq. 94   
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Figure 66: Part of the depth profile of a survey line with the best fitting straight lines for 

each of the segments from which is computed the roughness value. 

 

7.6.3. Weighting of the refraction coefficients 

 

The final roughness r used is the average of the across-track and along-track roughness. 

The two roughness coefficients racross and ralong have the same amplitude. 

Eq. 95    
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The refraction coefficients are then weighted accordingly to the roughness computed. A null 

roughness will leave the refraction coefficients unchanged. The greater the roughness, the less 

efficient the method would be, the more the alteration of the swath due to the refraction 

coefficient should be reduced. The weighting function below fulfills these two requirements: 

Eq. 96    
ar

cc oldnew +
∆=∆

1
1

 

 

The positive constant a is determined depending on how strong the weighting is wished to 

be. The choice of a is up to the user who chooses it according to the kind of topography 

present in the area. In the presence of very rough local topography, a high value of a should be 

chosen so as soon as the roughness increases the weighting will strongly reduce the amplitude 

of the coefficients. In the presence of flat and monotonous area with only long wavelength 

topography (large with respect to the swath width and the 200 pings), a small value of a should 

be chosen. This weighting is applied to both the surface sound speed discontinuity ∆c=c0-c1 

and the discontinuity between the two layers at the depth zs, ∆c=c2-c1 (c1 is constant), see 

Figure 67. 
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Figure 67: Graph showing the relation between the roughness and the weighting to be 

applied to the refraction coefficient correction. The higher the roughness the 

lower the weight and therefore the more the correction is reduced. No roughness 

implies no weighting and thus full unattenuated coefficients. 

 

 

7.7. OPTIMISATION OF REFRACTION COEFFICIENTS 

 

This section is common for the two cases of parallel and crossing lines. It is repeated 

successively in the different segments along the lines and once at the intersection between two 

crossing lines. 
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Once the first computations are done (see §7.4 and §7.5), the search for optimal SSP 

coefficients starts. The correction sought has the form of a two layer artificial SSP. We have 

seen in Chapter 6 that the width zs of the discontinuity layer, the velocity of the first layer c1 and 

the velocity of the second layer c2 are dependant variables. We have established in the §3.4 

the nature of the influence of the surface sound speed c0 on the shape of a swath. Therefore if 

we fix the depth of the discontinuity zs and the sound speed of the first layer c1, the only 

variables that we look for are c2 and c0. 

 

7.7.1. Parallel lines case 

We are looking for an equivalent 2-layer SSP which brings the swath of line #2 as close as 

possible to the two segments of line joining on one side the nadir depth of line #1 to the nadir 

depth of line #2 and on the other side the nadir depth of line #2 to the nadir depth of line #3 

(see Figure 53). 

The function to minimise on which the search is based is the sum of the square of the 

differences between the adjusted swath and those two segments of line. A minimum of this 

function is sought. The SSP coefficients, which best minimize the function, constitute the SSP 

correction chosen. 
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7.7.2. Crossing lines case 

We are looking for a two layer SSP that adjusts the averaged swath of the survey line as 

close as possible to the nadir profile of the crossing line. The function to minimise used in this 

case is the sum of the squares of the differences between the trend of the nadir profile of the 

crossing line and the average swath of the survey line. One is projected onto the other. In order 

to find these minimums, the Fibonacci search algorithm is used [Cheney, 1980]. This algorithm 

looks for the minimum of a continuous function f in an interval [a, b]. It is described in Figure 

68 and Figure 69. 

 

a=cmin
b=cmax

b-a<e? no

yes

ap=a+(b-a)/3
bp=a+2(b-a)/3

f(ap)
f(bp)

f(ap)<f(bp)?

yes no

a=apb=bp

min(f)=(a+b)/2

 

Figure 68: Diagram showing the Fibonacci search algorithm. 
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Figure 69: Diagram showing how the Fibonacci algorithm works in order to find the 

minimum of a function. 

 

In our case, a and b are the two values defining an interval in which the optimum sound 

speeds (c0 and c2) are looked for. The initial values chosen are 1450 m/s for the lower 

extremity of the interval and 1550 m/s for the higher. The refraction coefficients are around 

1500 m/s, which is the global average of the sound speed in seawater. The function f is always 
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positive (sum of squares) and takes large values when the refraction coefficients are at the 

extremities of the initial interval [1450,1550]. 

 

The algorithm compares the values of the function at one third and two third of the interval 

[a, b]. The interval is reduced by one third of its length on the side where the function is the 

highest. After a certain number of iterations the length of the interval is considered small enough 

to give a good accuracy of the minimum which is then taken in the middle of the interval. 

 

A critical condition is that a minimum of the function must exist in the interval arbitrarily 

chosen [1450, 1550]. If this condition is not fulfilled, the algorithm is unable to find a solution. 

The length of the interval won’t fall below the threshold and after a certain number of iterations 

the algorithm is stopped arbitrarily. 

 

The algorithm uses an iterative methodology to get to the minimum of the function f. It looks 

for a minimum of the function f alternatively for c0 and for c2 until the difference between the 

last and the new sound speed estimate for the two variables is below a certain threshold e 

(e=0.01 in order to have the estimates to two decimals places) (see Figure 70). The solution 

moves on a 2D surface on a path leading towards the sought minimum (see Figure 71). On this 

graph can be noticed a trend indicating the presence of a correlation between the two 

variables. 
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Figure 70: Flowchart describing the iterative method used to minimise f(c0,c2). 
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Figure 71: Graph illustrating the iterative methodology used to minimise of f(c0,c2). 

7.8. FINAL COMPUTATIONS 

 

For each segment of a survey line flanked by two other lines and for each intersection point 

between two lines the Ref_Clean package generates a two-layer SSP solution. The four 

coefficients of the SSPs from a line are stored in a specific file. This file has to be in a growing 

ping number order. As explained in the description of the OMG Refraction Tool (see §4.5.1), 

for each ping of the survey line there is an associated correction that is an interpolation of the 

two closest corrections already listed in the file. 

The refraction tool holds the coefficients constant at the two extremities of the line. A flat 

SSP (coefficients: 2, 0, 5, 0) is put automatically at the first and at the last ping number of the 

line in order to smooth down the closest corrections at the extremities. This is done because 

the closest correction generated can be at a certain distance (if the lines do not have the same 

length) and the correction might be not valid anymore. The end of lines are also subject to 

motion sensor problems that induces in the data gross roll biases and long period heave errors, 

which makes any attempt of refraction artifact removal pointless and possibly misleading (see 

external errors in the §7.9). 
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Such a refraction coefficient file is generated for every survey line. These files are then used 

with the OMG software (weigh_grid) that is used to apply these coefficients and to grid the 

dataset in order to create a DTM of the data. 

The flowchart of Figure 72 summarizes the methodology described in this chapter. 
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Figure 72: Flowchart of the Ref_Clean method. The dashed path is the approach using 

the transit time and beam angle. 

7.9. EXTERNAL ERROR SOURCES 
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A series of errors external to refraction problems affect multibeam soundings. In this section 

we look at the consequences of the presence of such errors on the application of the method 

proposed here. We distinguish the vertical errors, the rotational errors, the errors induced by 

an imperfect patch test and the errors in the swath itself (amplitude/phase transition and 

penetration artifacts). 

 

7.9.1. Vertical Errors 

 

Different kinds of vertical errors can be present in multibeam soundings. They can be due to 

an imperfect tidal reduction or problems with long period heave. These errors induce an 

erroneous vertical displacement of the swath. 

It affects the method proposed here in the following way: 

- For the parallel lines comparison, the vertical displacement is present in the average nadir 

depth computed in each segment. These three average nadir depths being taken as references 

to adjust the swath of the middle line, an error in one of these three values leads the method to 

output erroneous refraction coefficients. These coefficients adjust the swath of the middle line in 

order to make it fit as smoothly as possible to the trend between the three nadir average 

depths. Before application of the method, if there is a tidal problem, there will be a step 

between the uplifted swath and the others. After processing, this false step is smoothed but is 
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still present. More importantly this will result in an inappropriate selection of refraction 

coefficients (see Figure 73). 

- For the crossing line comparison, the offset found between the two average profiles gives 

an estimation of the vertical error present (see §7.5.4). The two profiles are however brought 

together for the estimation of the refraction coefficient. The vertical error due to tide 

imperfections therefore does not interfere with the application of the refraction removal 

method. It resides in the processed data as it was before processing. 
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Figure 73: Effect of the application of the proposed method onto a line affected by a 

vertical offset in the context of crossing lines. The method smooths the step but 

does not remove it. 

7.9.2. Rotational Errors 

 

Roll bias is also sometimes present in multibeam data. It occurs under different 

circumstances such as after an imperfect patch test or during and after a strong turn of the 

vessel with a motion sensor that does not account properly for lateral accelerations. It can be 

observed as a tilt of the swath with respect to the neighbour lines. One end of the swath is 

higher than the end of the neighbouring swath and the other end lower (see Figure 74). It is a 

big hindrance towards the success of the method because the roll error is not symmetric with 

respect to the vertical axes at nadir. 
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Figure 74: Effect of the application of the proposed method onto a line affected by a roll 

offset. The method is inefficient to perform correctly in this case. 

 

A SSP application symmetrically affects both sides of the swath, and thus no refraction 

adjustment can make the swath fit better with its neighbours. The presence of roll bias in the 

data prevents the method from operating correctly. The roll bias stays in the processed data. 

 

7.9.3. Imperfect patch test results 
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An imperfect calibration of the echosounder generates four kinds of errors in the data: a roll 

offset, a pitch offset, a gyro offset or/and a time delay. 

The case of the roll bias has been examined in the previous paragraph (see §7.9.2). A pitch 

offset, a gyro offset and a time delay create horizontal shifts of different kinds. The horizontal 

shift of a pitch offset is depth dependent. The horizontal shift of a gyro grows with across-track 

distance and is a displacement about the nadir of the swath. The horizontal shift of a time delay 

is an along-track displacement independent of the depth. 

The consequence onto the final data of such horizontal offsets is that the data from different 

parallel lines do not match with each other. As well for crossing lines: the data that really 

intersects the other line is not exactly at the location of the intersection. These horizontal offsets 

interfere in the method when the parallel lines are segmented (the data to be compared do not 

match perfectly) and when the average profile of the crossing line is computed. 

However the horizontal displacements are very small assuming a reasonably flat seafloor 

compared to the number of swaths averaged in both cases (parallel and crossing lines) and to 

the width of the swath; it does not have then a noticeable effect on the refraction coefficients 

computed. 

 

7.9.4. Depth errors in the swath 

 

- Variable quality from amplitude and phase detection 
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As the grazing angle increases from nadir to the outer beams, the amplitude of the signal 

becomes weaker and is stretched over a longer period of time making the bottom detection 

less accurate. At this time, the bottom detection algorithm is switched from the amplitude 

detection onto a phase detection algorithm. At the transition, the data is noisy and many spikes 

are present. The amplitude solutions are at their poorest and thus tend not to match with the 

first phase detection. This random noise is filtered out by the averaging over the number of 

pings. It does not affect the method used. 

 

- Penetration artifacts 

 

The acoustic pulses transmitted near vertical incidence often penetrate the seafloor as well 

as being reflected at its surface. Such effect occurs in very low impedance bottom types. The 

results of this phenomenon are manifested as dips in the sounding solutions of the nadir area of 

the swath. 

These two artifacts, which do not occur systematically for all the pings, do not interfere 

noticeably in the application of the method proposed here. This is because the computation of 

the average nadir depth is made over the 30 middle beams and the average profiles are made 

over a large number of swaths. Only large anomalies can thus influence the average significantly 

and these should have been removed in the data-cleaning phase. 
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- EM1000 “Hump” artifact 

 

This is a Simrad EM1000 specific malfunction. This sonar is used for the example of an 

application of REF_CLEAN on a real dataset in the next chapter. For every individual 

transducer array, each beam-pointing angle deviates from the design angle by a small shift. The 

manufacturer normally measures these shifts in controlled conditions and a calibration table is 

used on board the vessel to compensate for these deviations. In the case of the EM1000 on 

the F. G. Creed the calibration table used for some surveys was not appropriate resulting in a 

characteristic angular distortion to the across track profile. This results in the near nadir detects 

come in about 1.25% too shallow with respect to the outer swath detects. It produces a swath 

parallel artifact observable in a square uplift of the central part of the swath. It can be corrected 

by a systematic upward angular rotation of all outer swath beams. The angular shift was 

empirically estimated through averaging of large volumes of data on near flat seafloors. 

In our case, this artifact will reduce the efficiency of REF_CLEAN. These errors are 

present in the average swath used to generate refraction coefficients. 

 

 

7.10. SOFTWARE DESCRIPTION 
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7.10.1. General Description 

 

The source code is written in C++. The software has been developed on a UNIX 

workstation Silicon Graphics. The software written by the author relates to the OMG software 

by the mean of ACSCII files outputs of the program rationalOMG.c. The software developed 

generates as well ASCII files usable by the OMG software. 

 

7.10.2. Written Code 

 

The programs developed by the author are the following:  

Ref_Clean main modules: 

 para1_find.c  540 lines 

 para2_adjust.c 597 lines 

 cross1_find.c  255 lines 

 cross2_grid.c  282 lines 

 cross3_adjust.c 526 lines 

Refraction research programs: 

 angle.c   210 lines 

 apply_svp.c  109 lines 

 griding.c  158 lines 
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 real_ref.c  176 lines 

 refraction.c  58 lines 

Programs adapted from the OMG source code rationalOMG.c: 

 depth_to_twttOMG.c 101 lines 

 extractionOMG.c 200 lines 

 

7.10.3. CPU time 

 

The times given below correspond to the application of Ref_Clean to the specific case of 

the multibeam data acquired in Saint John harbour in June1994. 

Step #1: Extraction from the merged files: 35 min for 42 lines (50 sec by line). 

Step #2: Computation of the coefficients (parallel lines case): 1 hour 35 min. 

 The 42 lines of the dataset have an average of 6000 pings of 60 beams. Each line 

takes an average of 2 min 30 to process. 

Step #3: Computation of the coefficients (crossing lines case): 2 hours 27 min. 

 There are 201 intersections where a SSP is computed. This gives an average of 43 sec 

by intersection. 

Step #4: Griding of the data with the coefficients computed: 16 min. 
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All the methodology described in this chapter is applied to an actual dataset in the next 

chapter. 
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CHAPTER 8 - RESULTS AND ANALYSIS 

 

 

 

The Ref_Clean tool is applied in this chapter onto a multibeam survey that was carried out 

in the Bay of Fundy. First, we present the actual dataset. The focus of the discussion is then 

applied to extracting information about the oceanography of the area from the different physical 

measurements taken during the survey. Then the Ref_Clean method is applied to this dataset; 

each step is detailed separately. Finally the results of the two approaches are shown, quantified 

and analyzed. Recommendations conclude this last chapter. 

 

 

8.1. PRESENTATION OF THE DATASET USED 

 

In this part, the method described above in Chapter 7 is applied on a real multibeam 

dataset. The survey chosen has been carried out for the Canadian Hydrographic Service in the 

approaches of the Saint John harbour (New Brunswick) in June 1994, see Figure 75. 
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Figure 75: Location of the dataset used. 

 

The multibeam echosounder used is a Simrad EM1000 [Simrad, 1992]. It is mounted on 

the hull of the swath vessel CSS Frederick G. Creed. The area surveyed is 13 km long and 5 

km wide. The area is rather shallow; the seafloor lies below 10 to 60 meters of water. A sun 

illumination of the DTM is presented in Figure 76. The illumination is done from an azimuth 

orthogonal to the survey lines to outline the refraction artifact. The topography is relatively flat 

except for three main areas: 

1- one major rotational slump deposit from a nearby dumpsite (on the upper right hand side 

North East corner), 

2- a series of minor scattered rocks (on the lower right-hand side South East corner) 

4- a series of stripes (going across the navigation NE-SW) in the centre of the survey area. 
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Because of the flatness of the seafloor, the refraction artifacts that corrupt the dataset 

appear very clearly as long stripes in the overlapping areas between the survey lines. 

 

 

 

Figure 76: Multibeam survey off Saint John (NB) harbour (CHS - Simrad EM1000 - 

June 1994). This picture shows the data without any refraction post-processing. 

Note the refraction artifact (stripes parallel to the survey lines). 

 

 

8.2. OCEANOGRAPHIC CONSTRAINTS 
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A study of the local oceanography must be done beforehand in order to constrain the shape 

of the likely SSP correction. In this survey, six SSPs have been taken at different locations of 

the area and at different days. The Figure 77 shows the SSPs geographic distribution. 

 

 

Figure 77: Location of the actual SSPs in the survey area and the lines on which they 

have been applied. 

 

The survey is located in a very complex oceanographic area. The Bay of Fundy has the 

highest tidal amplitude of the world. The tidal currents are therefore very large. The survey is 

located off Saint-John harbour where the Saint-John River joins the Bay of Fundy. There is 

then fresh water running out of the river during a falling tide disturbing the salinity of the area. 

The survey however was conducted in June, which is not a time of major water flow from the 
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Saint-John River. A discontinuity front between the two different water masses is present in the 

area and moves with the tidal currents. 

 

Figure 78 shows the times during the day and within the tidal cycles at which the six SSPs 

have been recorded. It shows as well the actual shape of these six SSPs. The fluctuations of 

the sound speed in all these graphs do not exceed 1m/s. They have various shapes and cannot 

be correlated with any of the following factors: 

 

- Time of the day: there is no obvious difference between the SSPs taken early in the 

morning (SSP2, SSP4 and SSP5) later in the morning (SSP6) or around midday (SSP1, 

SSP3). 

 

- Position in the tidal cycle: no difference either between the SSPs taken at the flood (SSP2, 

SSP4, SSP5 and SSP6) and those taken at the ebb (SSP1, SSP3). All the SSPs have been 

taken at an intermediate tide level. The amplitudes are between 4.5 metres and 6.35 metres. A 

SSP taken at the highest or the lowest water level would have probably had characteristic 

features. Such a watermass may have been present and be the cause of some of the problems 

The low SSP frequency prevented us of seeing it though. 
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There is not much oceanographic information that can be derived from the actual SSP 

profiles. The sound speed variations of the SSPs are small, they do not exceed 1 m/s. 

Therefore no constraints can reasonably be put onto the SSP correction model. 

 

The refraction artifacts can be explained then by a great variability of the sound speed in 

time and space. The samples that we have at different times during the day and during the tidal 

cycle are not sufficient. 
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Figure 78: Shape of the six SSPs and their position in the graph of the tide variations 

during the survey time 

8.3. APPLICATION OF THE METHOD 
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8.3.1. Data format conversion 

 

First, with extraction_OMG  (see §7.1), the data files of the survey lines are converted into 

the Ref_Clean format. This operation creates three files for each survey data file: a bathymetric 

file, a navigation file and a boundary file. From these files, we are now ready to proceed to the 

estimation of refraction coefficients. 

 

8.3.2. Parallel lines case 

 

The first case is the case of parallel lines. As described in the §7.4 each survey line is 

decomposed in segments having two parallel segments on each side (from the two parallel 

survey lines). The centers of each of these segments (463 points) can be seen in Figure 79 with 

the ship navigation. Notice that the outer lines do not have any black dots. The reason is that 

they have only one neighbour line and the method cannot be applied to them. 
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Figure 79: Navigation of Saint John dataset. The black dots are the centre of segments 

of the survey lines where the estimation of refraction coefficients is conducted. 

 

The software is run in two sequences in the syntax written below. 

para1_find line1 line2 line3 

para2_adjust infoline2 infoswath2 

 

8.3.3. Crossing lines case 

 

The second case is the case of crossing lines. As described in the §7.5 the algorithm looks 

for every check-line (seven check-lines in this case) the intersection points with all the other 

survey lines. The intersection points (233 points) found can be seen in Figure 79 with the 
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navigation tracks. Notice that a few intersections seem not to have been detected; they have 

been rejected due to the condition of difference in heading (within ±30° from the orthogonal) 

between the two crossing lines that is not fulfilled. 

 

 

Figure 80: Navigation of Saint John dataset. The black dots are the intersections 

between parallel survey lines and crossing check-lines, refraction coefficients are 

estimated at each of these locations. 

 

The software runs in three sequences in the syntax written below: 

cross1_find file1 file2 (file1 is the check line) 

cross2_grid crossingfile1file2 

cross3_adjust crossingfile1file2 
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This sequence generates a file called line2.ref_coeffs or adds the computed coefficients 

into the existing file if it is the case. The coefficients are sorted by ping number after the 

application of the method so the crossing lines coefficients are put in the correct place among 

the parallel lines coefficients. 

 

8.3.4. Computation of the Roughness 

 

The method loses its efficiency when the average profile contains noise coming from natural 

features. This occurs when the seafloor presents a rough topography, which is not removed by 

the averaging. As explained in the §7.6, the refraction coefficients are weighted with a 

roughness coefficient. There are two roughness coefficients (along and across-track) for each 

segment of every survey line. This data is gridded. Figure 81 and Figure 82 show the across-

track and along-track roughness grids. 

The main characteristic of Figure 81 is the peak of across-track roughness at the North-

East corner of the area. It corresponds to the slump deposit that shows up on the DTM in the 

Figure 76. 

The Figure 82 shows the distribution of the along-track roughness computed. The major 

rock outcrop noticed on the North East corner is also very apparent in this picture. In addition, 

however, it can be noticed on Figure 82 a high along-track roughness region parallel to the 
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direction of the survey lines. It covers the area mapped by the survey lines acquired during one 

particular day of the survey (June 7). 

 

Figure 81: 3d graph of the gridded geographic distribution of the across-track 

roughness for each segment of the survey lines. 
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Figure 82: 3d graph of the gridded geographic distribution of the along-track roughness 

for each segment of the survey lines. 

 

In Figure 83 the histograms of the heave of the vessel at each ping of the sonar are plotted 

for the four days of the survey (from June 6 to June 9). One can easily notice that the heave 

recorded during June 7 has a histogram with a large amplitude. The standard deviations of 

these histograms are displayed in Table 1. The heave was stronger this day and probably due 

to imperfections in the motion sensor, it produced residual heave-related artifacts in the data. 

We have then less confidence in the data because of the presence of noise from the strong 

heave and an appropriate weight on the SSP corrections is then justified. However if the heave 

residuals have a zero mean it does not influence the computation of the roughness and then 

does not interfere with REF_CLEAN. These heave residuals can be seen in the data, see 

Figure 84. 
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Figure 83: Histograms of the heave measurements for each of the four days of the 

survey. Note that the histogram for June 7 is more spread out than the three 

other days. 

 

Table 1: Standard deviations of the four histograms plotted on Figure 83 above. The 

histogram of the heave measured on June 7 has a much larger standard 

deviation than the histograms of the three other days. 

 June 6 June 7 June 8 June 9 

σ (m) 1.64 6.58 1.66 1.33 
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Figure 84: Heave residuals between June 7 and June 8. The upper part of the image 

corresponds to the data collected on June 7 and the lower part to the data from 

June 8. The heave residuals are stronger on the profile #1 than on the profile #2. 

 

The two sets of roughness coefficients have been computed. Then, they are averaged 

together to obtain the final roughness coefficients that are used to weight the application of the 

SSP correction. A histogram of the roughness coefficients computed for this area is plotted 

below in Figure 85. Notice on this plot a peak around a roughness value of 0.2. This value 
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corresponds to the intrinsic noise in the system. A certain number of higher roughness data are 

scattered from 0.5 to 5.0. These values come from topographic roughness in the data. They 

are the values where the amplitude of the refraction coefficients applied needs to be reduced 

because these coefficients have been biased by the presence of this roughness. 
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Figure 85: Histogram of the roughness coefficients in the Saint John dataset. 

 

8.3.5. Refraction coefficients 

 

The optimisation algorithm is applied in order to adjust the average swath at each location 

on the maps above. As explained in §7.8, this operation generates for each survey line a file of 

refraction coefficients. 
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A special case occurs when one parallel line is composed of two (or more) survey lines. 

The survey lines have to be processed separately and the final coefficients written and sorted in 

the same file. Figure 86 illustrates this case. 

 

 

Figure 86: Case of a parallel line broken in two survey lines. 

 

The algorithm runs in this case with the following series of set of three lines: 

For line26:  line25 line26 line27 

   line25 line26 line28 

For line27:  line26 line27 line44 

For line27:  line26 line28 line44 

For line44:  line27 line44 line45 

   line28 line44 line45 

 

An example of a coefficient file is displayed below in the Table 2. Notice the null 

coefficients for the first and last ping. 
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Table 2: Example of a refraction coefficient file for a survey line. Each row of this table 

defines a synthetic two-layer SSP correction, which will be applied to the data at 

the location of the ping number. 

Ping 

number of 

the line 

Transduce

r depth (m) 

Surface 

speed 

correction 

(m/s) 

Layer 

depth (m) 

Discontin

uity 

amplitude 

(m/s) 

1 2 0 5 0 
164 2 2.572 5 0.200 
358 2 0.523 5 2.164 
474 2 0.941 5 0.870 
724 2 1.069 5 1.505 
… … … … … 

771 2 0 5 -1.070 
1404 2 -1.014 5 -2.961 
1925 2 3.090 5 -1.537 
2416 2 0.309 5 -2.228 
2759 2 4.179 5 -1.327 
3418 2 -0.585 5 -2.128 
4325 2 -0.692 5 -2.676 
5223 2 0 5 0 

 

These coefficients are now analyzed geographically. At each coefficient corresponds 

latitude and longitude. The results in surface sound speed c0 and in the sound speed c2 of the 

second layer of the synthetical SSP are displayed for the two different approaches in the four 

figures below. 

8.3.5.1. First approach: SSP correction 
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Figure 87: distribution of the surface sound speed c0, corrections to the actual SSPs. 

 

 

 

Figure 88: distribution of the sound speed c2 of the second layer, corrections to the 

actual SSPs. 
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8.3.5.2. Second method: new SSP 

 

 

 

Figure 89: geo-distribution of the surface sound speed c0, equivalent SSP. 

 

 

 

Figure 90: geo-distribution of the sound speed c2 of the second layer, equivalent SSP. 
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8.3.5.3. Analysis of the distribution of the refraction coefficients 

 

A few remarks come out from the four figures above (Figure 87, Figure 88, Figure 89 and 

Figure 90): 

 

The values of surface sound speed c0 have much larger variations in amplitude than the 

values of c2. The four graphs have the same scale; the 3D graphs of c2 appear very flat 

compared to the graphs of c0. 

 

In the correction values of c2, two different zones can be distinguished in the Figure 88: 

a zone of negative c2 for the 7 most northern lines. All these lines have been run during the first 

day of the survey, June 6. The rest of the nodes for the other days have positive values. 

 

The equivalent c2 values in Figure 90 are all negatives. They vary however depending 

of the location and the time of acquisition. You have higher values of c2 in the North West of 

the area and lower values in the South East. This reveals the presence of different structures of 

the water column in time and space. 
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8.4. RESULTS 

 

Once we have all the coefficient files, we can proceed now to the creation of DTMs. The 

first DTM is created with the initial survey SSPs. The second DTM is made with the same data 

but with the refraction correction coefficients computed with the first approach of the 

Ref_Clean tool. The third DTM is realized from the files created by the depth_to_twttOMG 

program with the refraction coefficients computed with the second approach of Ref_Clean (see 

Figure 72). To have a better understanding of the impact of the method on the data, three 

cross-sections are also taken and looked at. In this section, we compare these three DTMs 

and the three cross-sections for the different approaches. 

 

8.4.1. DTM comparison 

 

The DTMs are decomposed in three parts in order to have a closer look to the results of 

the Ref_Clean tool. These three parts are shown below in the three next pages (Figure 91, 

Figure 92, and Figure 93). These pictures are in fact a sun illumination of the DTMs. The 

azimuth in which the sun illuminates the data has been chosen orthogonal to the direction of the 

parallel lines in order to emphasize the relief parallel to the survey lines (such as refraction 

artifacts). 
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On the three pictures, it can be noticed that the Ref_Clean tool operates correctly and 

reduces the amplitude of the long stripes that appear in the overlapping areas of the survey lines 

in the top parts of the three figures. 

However a few remarks need to be made about these pictures: 

1- Notice that some artifacts still appear at the extremities of the survey lines. These 

artifacts are not refraction artifacts but cornering effects (roll or depth biases) due to an 

imperfect motion sensor, which needs a certain delay of time to settle down after the strong 

motions involved during the turn just achieved (see §7.9.2). 

2- As well some local artifacts seem to stay after applying the method at different places in 

the area. These artifacts are again due to imperfections of the motion sensor. It is sensitive to 

turns made by the helmsman to correct an offset of the ship from the straight planned survey 

line. 

3- New very thin stripes appeared on the results of the second approach with the whole 

new SSPs. An eventual explanation could be that by using the second method we apply quite 

strong refraction coefficients to bring the data computed with a sound speed of 1500 m/s to a 

reasonable sound speed value. This value can be quite different from 1500 m/s. The 

computations may introduce distortions in the outer most beams, which are the most sensitive 

beams and generate these thin stripes. 
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Figure 91: Results for the western part of the survey area. Top image: initial data with 

the actual SSPs taken during the survey. Bottom left: results of the first 
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approach (corrected SSPs) Bottom right: results of the second approach (new 

SSPs). 
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Figure 92: Results for the central part of the survey area. Top image: initial data with 

the actual SSPs taken during the survey. Bottom left: results of the first 
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approach (corrected SSPs) Bottom right: results of the second approach (new 

SSPs). 
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Figure 93: Results for the Eastern part of the survey area. Top image: initial data with 

the actual SSPs taken during the survey. Bottom left: results of the first 
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approach (corrected SSPs) Bottom right: results of the second approach (new 

SSPs). 
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8.4.2. Profile comparisons 

 

Three different cross-sections of the source soundings are taken orthogonally to the parallel 

lines at different depths. These profiles show, in a clearer way than with the DTMs, the effects 

of the Ref_Clean tool onto the shape of the swaths (see Figure 94, Figure 95 and Figure 96). 

One can notice from these three figures that the Ref_Clean tool flattens the across-track 

profiles of the survey lines to make them aligned with each other resolving in this manner the 

refraction problems. 

The shallowest profile (Figure 94) presents upward refraction artifacts when the two other 

profiles (Figure 95 and Figure 96) have downward refraction artifacts. 

It can be seen on these figures that when a roll bias or a depth error affects the survey line 

the application of Ref_Clean does not improve the situation (see External Errors §7.9). 
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Figure 94: Profile A (shallowest area see its location in the map at the top of the page). 

The three profiles below show how the Ref_Clean tool changes the shape of the 

swaths with the two approaches considered. 
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Figure 95: Profile B (intermediate area, see its location in the map at the top of the 

page). The three profiles below show how the Ref_Clean tool changes the shape 

of the swaths with the two approaches considered. 
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Figure 96: Profile C (deepest area, see its location in the map at the top of the page). 

The three profiles below shows how the Ref_Clean tool changes the shape of the 

swaths with the two approaches considered. 
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8.5. ANALYSIS 

 

8.5.1. Cornering effects 

 

The echosounder EM1000 used for this survey was interfaced with a TSS 335B motion 

sensor. This instrument provides to the echosounder the motion attitude of the vessel (i.e. roll, 

pitch, heave and gyro). An investigation of the roll and heave errors present in the Frederick G. 

Creed – EM1000 when using a TSS-335B motion sensor [Hughes Clarke, 1993] reveals that 

at the surveying speed of 16 knots: 

1/ the vessel after completion of a turn needs 3 minutes prior to start of line to be steady on 

course and 

2/ it requires an extremely gentle line keeping. 

 

In the dataset of Saint John harbour, such roll and heave biases can be observed at the start 

of the survey lines. Figure 97 shows two profiles taken across a few survey lines at each 

extremity of the surveyed area. In the profile #1 on the left, a few lines are alternatively one 

metre above and one metre below the previous one. It shows that the starts of these lines are 

affected by a heave bias of approximately one metre. In profile #2 a few lines show a rather 

pronounced roll bias. 



 203

 

 

Figure 97: Roll and heave biases occurring at the extremities of the survey lines. Two 

profiles taken on each sides of the surveyed area show these artifacts. 
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Figure 98: Graph of the heave versus time at the beginning (t=0) of two survey lines. 

There is a positive bias followed by a negative bias before a stabilisation around 

a zero mean. 

The heave for the start of two of these lines is plotted with respect to time on Figure 98. 

The heave bias is positive then negative before coming back to a zero mean value. 

 

8.5.2. Local roll artifacts 

 

The second recommendation from [Hughes Clarke, 1993] about an extremely gentle line 

keeping is also justified. A roll bias is induced in the data when the vessel goes away from a 

straight navigation and executes long period maneuvers. In the St John dataset, this event 

occurred on several occasions. A closer look into the data shows the roll bias that has been 

induced. On Figure 99 we see the example where the vessel has realized a perturbation around 

a straight line. Three profiles show that a roll bias follows the oscillation of the ship. 
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Figure 99: Roll bias in a survey line. The vessel slides away from a straight navigation. 

 

These artifacts cannot be reduced by the refraction artifact minimisation method that has 

been described. They are expected therefore to remain after the application of this method. 

 

 

8.5.3. Correction of artificial errors 

 

An experiment has been run on the same dataset to test the performance of REF_CLEAN. 

An SSP model has been applied uniformly over the whole dataset. This SSP is constituted by a 

sound speed discontinuity of 10 metres at the depth of 5 metres. This creates strong refraction 

artifacts in the data that can be seen in the Figure 100. 



 206

 

Figure 100: Sun-illumination of the original DTM (Figure 76) on which an additional 

sound speed discontinuity of 10m/s at 5m has been added. 

REF_CLEAN is applied in the same way as described above for the original dataset. 

The resulting DTM is displayed on the Figure 101: 

 

 

Figure 101: Sun-illumination of the DTM generated with the refraction coefficients 

output from the application of REF_CLEAN on the DTM on Figure 100 above. 
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Figure 102: Histograms of the coefficient c2 generated by the application of 

REF_CLEAN on the original dataset (in black) and on the dataset degraded with 

a 10 m/s additional discontinuity (in gray). 

 

The strong refraction artifacts have been removed. The Figure 102 compares the histograms 

of the coefficient c2 generated by the first application of REF_CLEAN on the original data and 

on the DTM artificially degraded. The two histograms are 10 m/s apart. This is a experimental 

evidence of the good performance of REF_CLEAN. 

 

 

8.6. QUANTITATIVE EVALUATION OF THE PERFORMANCE OF THE METHOD 
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8.6.1. Parallel lines 

 

In this section, our goal is to evaluate the good performance of the method in a quantitative 

manner. In order to do this, we compare how the parallel lines match with their neighbouring 

lines in the area where the swaths overlap. This is done for the original data and the results of 

the 1st and 2nd approaches. These three cases are compared with each other. The 

methodology follows the different steps listed below: 

 

Step #1: Generation of two DTMs, in which has been gridded every second parallel line. 

Step #2: Similar generation of two DTMs with the data corrected by the first approach 

(correction of the survey SSPs). 

Step #3: Similar generation of two DTMs with the data corrected by the second approach 

(generation of SSPs on top of a similar reference flat SSP). 

Step #4: In each of these three couples of DTMs, the two DTMs are subtracted from each 

other. The DTMs resulting from these differences represent how well the lines are fitting with 

each other. 

The methodology is illustrated in Figure 103. 
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Figure 103: Illustration of the methodology to quantify how well the parallel lines fit 

with their neighbours. The lines are gridded every second parallel lines and the 

two DTMs obtained subtracted from each other. 

 

Step #5: The histograms of the difference DTMs are then plotted (see Figure 104). The 

mean and standard deviations are computed (listed in Table 3). 
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Figure 104: Normalized histograms of the difference DTMs computed to quantify the 

performance of the method in the parallel line case. 

 

Table 3: List of means and standard deviations of the difference DTMs in the case of 

parallel lines. 

 Original Data 1st approach 2nd approach 

Mean 0.0679 0.0489 0.0978 

Standard Deviation 0.4888 0.4206 0.3900 

 

From these results, we can see that the standard deviations of the difference DTMs 

generated from the processed data are smaller than the standard deviation of the difference 
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DTM of the original data. The outer parts of the swaths in the overlapping zones then fit better 

together after application of Ref_Clean. It is an evidence of the good performance of the 

method. 

It can be seen as well that the standard deviation of the second approach is smaller than for 

the first approach. This indicates that the second approach is more efficient than the first to 

reduce refraction artifacts. 

 

8.6.2. Crossing lines 

 

In the crossing line case, we want to compare how well the nadir beams of the crossing 

lines fit with the rest of the survey. In order to do that, we grid the nadir beams of the crossing 

lines and we subtract the DTM obtained to the DTMs of the original and the processed data 

for the two approaches (see Figure 105). 
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Figure 105: Illustration of the methodology to quantify how well the crossing lines fit 

with the other survey lines. The DTM containing the nadir of the cross-lines is 

subtracted to the original data and the processed data. 

The results of the application of this methodology on the data from Saint John harbor are 

plotted in Figure 106. The means and standard deviations of the three difference DTMs are 

listed in Table 4. The results are similar to those from the case of the parallel lines, the highest 

standard deviation comes from the original data. The second approach seems to be giving 

better results than the first one. This is again an evidence of the good performance of the 

Ref_Clean tool. However, it seems that there is less difference between the standard deviations 

of the original data and of the processed data than in the parallel line case. This would indicate 

that the processing of parallel lines gives better results than the processing of crossing lines. 
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Figure 106: Normalized histograms of the difference DTMs computed to quantify the 

performance of the method in the parallel line case. 

 

Table 4: List of means and standard deviations of the difference DTMs in the case of 

parallel lines. 

 Original Data 1st approach 2nd approach  

Mean 0.0901 0.0070 0.0397 

Standard Deviation 0.3881 0.3776 0.3590 
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8.7. RECOMMENDATIONS FOR FUTURE SURVEYS 

 

The proposed methodology is constrained by the acquired survey line geometry. In this 

section recommendations for future surveys that will make this method as efficient as possible 

are presented. Recommendations are made for parallel lines, crossing check-lines, line spacing 

data overlap and finally the SSP distribution. 

 

8.7.1. Parallel lines 

 

A line can be processed only when there are two parallel lines on both sides of it. The best 

configuration is a continuous network of parallel lines; only the two lines on the two extremities 

cannot be processed. 

The section of the line that is workable is the section where there is data on both sides. The 

optimal situation then is to have three lines of approximately the same length. 

 

8.7.2. Density of check-lines 

 

The crossing check lines bring extra information. They are not necessary to have a full 

coverage of correction coefficients over the survey area. However, the generation of refraction 
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coefficients at a line intersection location is not affected by vertical offsets that could be present 

(see §7.9.1). Therefore, a regular distribution of crossing lines over the area brings extra 

information that is good to be taken into account with the results coming from the parallel lines 

analysis. A comparison of crossing lines to parallel line is a useful indicator that the method is 

working properly. 

 

8.7.3. Line spacing and data overlap 

 

Another important parameter is the distance between the parallel lines. The optimal overlap 

that can be achieved is 200% coverage; when the outermost beams of the current line go over 

the nadir beams of the previous line. The closer the lines are from each other, the closer the 

segment of line joining the average nadir depth of the parallel lines is from the real slope of the 

seafloor.  

However, if the overlap becomes larger than 200%, the lines are too close to each other. In 

this case, the way to use Ref_Clean consists of using the nadir data of the second parallel lines 

instead of the first parallel lines. 

 

8.7.4. SSP distribution 
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A dense distribution of SSPs allows a better addition of the refraction artifacts in real time. 

If it does not reduce it enough, it gives useful information about the oceanography of the area, 

which helps to constrain the shape of the SSP correction that we are looking for in post 

processing. 
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CHAPTER 9 - CONCLUSION 

 

Refraction artifacts, like other artifacts, degrade the results of hydrographic surveys. The 

removal of such artifacts increases the usable information provided by the multibeam data. The 

objective of this research is to provide a good tool capable of reducing the impact of refraction 

artifacts on multibeam data.  

In the first section, numerical models have been developed to study the shape of refraction 

artifacts generated in the water column by a sound speed discontinuity as well as by a surface 

sound speed inappropriately monitored at the face of the sonar transducer. The refraction 

artifacts caused by a surface sound speed discontinuity are analyzed for different transducer 

configurations (a curved array, a flat array, a roll-stabilised flat array, a dual flat array and a 

dual flat array roll-stabilised) as well as for single and varying roll angles. With the knowledge 

of the time series of the roll and the surface sound speed errors of a multibeam dataset, the 

numerical models can replicate the shape of the corresponding refraction artifacts and it can be 

subtracted from the multibeam data. 

Before building the refraction tool itself, a few preliminary studies had to be carried out. The 

results of these preliminary studies are listed below. (a) The comparison between a synthetic 

SSP model with a step function and another with a linear gradient indicated that the two SSPs 

provide equivalent results. The step SSP is lighter computationally, it is thus adopted as the 

correction model. (b) It has been proved than from the four variables that define a step SSP, 
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only two are needed to define a unique shape of refraction artifact. (c) It has been proved that 

the successive application of SSPs is equivalent to the application of the sum of these SSPs 

and is lighter computationally. 

The refraction tool Ref_Clean uses the nadir part of the survey lines as references for a 

refraction-free depth. Step SSP corrections, defined by only two variables, are computed by 

comparing the swath of survey lines with the nadir part of the surrounding lines. Two situations 

are investigated. In the situation of three parallel lines, local corrections are generated at 

different intervals along the navigation. The swath of the middle line is compared with the nadir 

depth of the two parallel lines. In the situation of crossing lines, one correction is generated at 

each intersection. The swath of the line crossed is compared to the nadir profile of the crossing 

line. 

These computations are realized not only on the data already processed with the measured 

SSPs but also with the data free of any SSP application (transit time and beam angle in an 

average homogeneous water column 1500 m/s). 

In the absence of a better method for measuring the SSP under way, this tool provides a 

better imagery of the seafloor for geoscientists and cost effective means of handling non-critical 

survey projects (pipe-lines, cable route, fisheries habitats). Perhaps with appropriate caveats 

(200% coverage and a large enough number of check lines) this tool can be accepted for 

rigorous hydrographic surveys. It also makes the results of successive survey comparisons 

much more useful. 
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